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#### Abstract

In this paper, we study the existence of mild solutions for a first order impulsive neutral functional integro-differential equations in Banach spaces. The results are obtained by using Krasnoselski-Schaefer fixed point theorem and semigroup theory.


## 1 Introduction

The theory of impulsive differential equations has become an important area of investigation in recent years stimulated by their numerous applications to problems from mechanics, electrical engineering, medicine, biology, ecology, etc. For more details on impulsive differential equations and on its applications, we refer the reader to $[1,2,3,11,17,18]$ and the references therein.

The theory of impulsive neutral functional differential and integrodifferential equations have been studied by many authors, see for instance $[4,5,6,7,20]$. The authors treated in these works $[4,5,7,8,9]$ are really ordinary and not partial differential equations. Partial differential equations with impulses are studied, for instance, by Liu [18], Hernandez [14, 15, 16] and Ntouyas [21]. In [12], J.P. Dauer et al. studied

[^0]the existence of mild solutions to semilinear neutral evolution equations with nonlocal conditions is proved. The result is obtained by using the Krasnoselski-Schaefer type fixed point theorem. Recently Hernandez [13], investigated the existence results for partial neutral functional integrodifferential equations with unbounded delay by using the Leray-Schauder nonlinear alternative fixed point theorem. More recently Ntouyas [21], proved the existence of solutions of impulsive partial neutral functional differential inclusions under the mixed Lipschitz and Caratheodory conditions. The results generalize those of $[15,21]$.

This paper is divided into three sections. Frist two sections are introduction and preliminaries. Sections 3 is devoted to study the existence of solutions for first order impulsive neutral functional integro-differential equations in Banach spaces and also, we study the same problem with nonlocal conditions.

In this paper, first we study the existence of solutions for first order neutral functional integrodifferential equations with impulsive effects as

$$
\begin{align*}
\frac{d}{d t}\left[x(t)-g\left(t, x_{t}\right)\right] & =A x(t)+f\left(t, x_{t}, \int_{0}^{t} h\left(t, s, x_{s}\right) \mathrm{d} s\right)  \tag{1.1}\\
t \in J & =[0, b], \quad t \neq t_{k}, \quad k=1,2, \ldots, m \\
\left.\Delta x\right|_{t=t_{k}} & =I_{k}\left(x\left(t_{k}^{-}\right)\right), \quad k=1,2, \ldots, m  \tag{1.2}\\
x(t) & =\phi(t), \quad t \in[-r, 0] \tag{1.3}
\end{align*}
$$

where $A$ is the infinitesimal generator of an analytic semigroup of bounded linear operators $\{T(t), t \geq 0\}$, on a Banach space $X, g: J \times D \rightarrow X, h: J \times J \times D \rightarrow X$ and $f: J \times D \times X \rightarrow X$ are given functions, where $D=\{\psi:[-r, 0] \rightarrow X$ such that $\psi$ is continuous everywhere except for a finite number of points $s$ at which $\psi\left(s^{-}\right)$and $\psi\left(s^{+}\right)$exists and $\left.\psi\left(s^{-}\right)=\psi(s)\right\}, \phi \in D(0<r<\infty), 0=t_{0}<t_{1}<\cdots<t_{m}<t_{m+1}=$ $b, I_{k} \in C(X, X)(k=1,2, \ldots, m)$ are bounded functions, $x\left(t_{k}^{-}\right)$and $x\left(t_{k}^{+}\right)$represent the left and right limits of $x(t)$ at $t=t_{k}$, respectively.

For any continuous functions $x$ defined on the interval $[-r, b]-\left\{t_{1}, t_{2} \ldots t_{m}\right\}$ and any $t \in J$, we denote by $x_{t}$ the element of $D$ defined by

$$
x_{t}(\theta)=x(t+\theta), \quad \theta \in[-r, 0] .
$$

Here $x_{t}(\cdot)$ represents the history of the time $t-r$, upto the present time $t$. For $\psi \in D$, then

$$
\|\psi\|_{D}=\sup \{|\psi(\theta)|: \theta \in[-r, 0]\}
$$

## 2 Preliminaries and Hypotheses

Let $X$ be a Banach space provided with norm $\|\cdot\|$. Let $A: D(A) \rightarrow X$ is the infinitesimal generator of an analytic semigroup $\{T(t), t \geq 0\}$, of bounded linear operators on
$X$. If $\{T(t), t \geq 0\}$, is uniformly bounded and analytic semigroup such that $0 \in \rho(A)$, then it is possible to define the fractional power $(-A)^{\alpha}$, for $0<\alpha \leq 1$, as closed linear operator on its domain $D(-A)^{\alpha}$. Further more, the subspace $D(-A)^{\alpha}$ is dense in $X$, and the expression

$$
\|x\|_{\alpha}=\left\|(-A)^{\alpha} x\right\|, \quad x \in D(-A)^{\alpha}
$$

defines a norm on $D(-A)^{\alpha}$. For more details of fractional power of operators and semigroup theory, we refer [22].

From this theory, we define the following Lemma.
Lemma 1. The following properties hold:
(i) If $0<\beta<\alpha \leq 1$, then $X_{\alpha} \subset X_{\beta}$ and the imbedding is compact whenever the resolvent operator of $A$ is compact.
(ii) For every $0<\alpha \leq 1$ there exists $C_{\alpha}>0$ such that

$$
\left\|(-A)^{\alpha} T(t)\right\| \leq \frac{C_{\alpha}}{t^{\alpha}}, \quad 0<t \leq b
$$

Lemma 2. [13] Let $v(\cdot), w(\cdot):[0, b] \rightarrow[0, \infty)$ be continuous functions. If $w(\cdot)$ is nondecreasing and there are constants $\theta>0,0<\alpha<1$ such that

$$
v(t) \leq w(t)+\theta \int_{0}^{t} \frac{v(s)}{(t-s)^{1-\alpha}} \mathrm{d} s, \quad t \in J
$$

then

$$
v(t) \leq e^{\theta^{n} \Gamma(\alpha)^{n} t^{n \alpha} / \Gamma(n \alpha)} \sum_{j=0}^{n-1}\left(\frac{\theta b^{\alpha}}{\alpha}\right)^{j} w(t)
$$

for every $t \in[0, b]$ and every $n \in N$ such that $n \alpha>1$, and $\Gamma(\cdot)$ is the Gamma function.
We need the following Krasnoselski-Schaefer type fixed point theorem to prove our existence theorem.

Theorem 1. [10] Let $\Phi_{1}, \Phi_{2}$ be two operators satisfying:
(a) $\Phi_{1}$ is contraction, and
(b) $\Phi_{2}$ is completely continuous.

Then either
(i) the operator equation $\Phi_{1} x+\Phi_{2} x=x$ has a solution, or
(ii) the set $\zeta=\left\{u \in X: \lambda \Phi_{1}\left(\frac{u}{\lambda}\right)+\lambda \Phi_{2} u=u\right\}$ is unbounded for $\lambda \in(0,1)$.

Now we list the following hypotheses:
(H1) There exist constants $0<\beta<1, c_{1}, c_{2}, L_{g}$ such that $g$ is $X_{\beta}$-valued, $(-A)^{\beta} g$ is continuous, and
(i) $\left\|(-A)^{\beta} g(t, x)\right\| \leq c_{1}\|x\|_{D}+c_{2}, \quad(t, x) \in J \times D$,
(ii) \|(-A) ${ }^{\beta} g\left(t, x_{1}\right)-(-A)^{\beta} g\left(t, x_{2}\right)\left\|\leq L_{g}\right\| x_{1}-x_{2} \|_{D},\left(t, x_{i}\right) \in J \times D, i=1,2$. with

$$
L_{g}\left\{\left\|(-A)^{-\beta}\right\|+\frac{C_{1-\beta} b^{\beta}}{\beta}\right\}<1
$$

(H2) $A$ is the infinitesimal generator of an analytic semigroup $\{T(t), t \geq 0\}$, of bounded linear operators on $X$, and $0 \in \rho(A)$ such that

$$
\|T(t)\| \leq M, t \geq 0 \quad \text { and } \quad\left\|(-A)^{1-\beta} T(t)\right\| \leq \frac{C_{1-\beta}}{t^{1-\beta}}, \quad 0<t \leq b
$$

for some constants $M, C_{1-\beta}$ and every $t \in J=[0, b]$.
(H3) There exists a constant $d_{k}$ such that $\left\|I_{k}(x)\right\| \leq d_{k}, k=1,2, \ldots, m$ for each $x \in X$.
(H4) (i) For each $(t, s) \in J \times J$, the function $h(t, s, \cdot): D \rightarrow X$ is continuous, and for each $x \in D$, the function $h(\cdot, \cdot, x): J \times J \rightarrow X$ is strongly measurable.
(ii) For each $t \in J$, the function $f(t, \cdot, \cdot): D \times X \rightarrow X$ is continuous, and for each $(x, y) \in D \times X$, the function $f(\cdot, x, y): J \rightarrow X$ is strongly measurable.
(iii) For every positive integer $k$ there exists $\alpha_{k} \in L^{1}(0, b)$ such that

$$
\sup _{\{\|x\|,\|y\|\} \leq k}\|f(t, x, y)\| \leq \alpha_{k}(t), \quad \text { for } t \in J \quad \text { a.e. }
$$

(iv) There exists an integrable function $m:[0, b] \rightarrow[0, \infty)$ and a constant $\alpha>0$ such that

$$
\|h(t, s, x)\| \leq \alpha m(s) \Omega_{0}\left(\|x\|_{D}\right), \quad 0 \leq s<t \leq b, x \in D
$$

where $\Omega_{0}:[0, \infty) \rightarrow(0, \infty)$ is a continuous and nondecreasing function.
(H5) $\|f(t, x, y)\| \leq p(t) \Omega\left(\|x\|_{D}+\|y\|\right)$ for almost all $t \in J$ and all $x \in D, y \in X$, where $p \in L^{1}\left(J, R^{+}\right)$and $\Omega: R^{+} \rightarrow(0, \infty)$ is continuous and increasing with

$$
\int_{0}^{b} m^{*}(s) \mathrm{d} s<\int_{C_{0}}^{\infty} \frac{d s}{\Omega(s)+\Omega_{0}(s)}
$$

where

$$
\begin{array}{r}
C_{0}=\frac{F}{1-c_{1}\left\|(-A)^{-\beta}\right\|}, \quad C_{2}=\frac{1}{1-c_{1}\left\|(-A)^{-\beta}\right\|}, \\
B_{0}=e^{C_{1}^{n}(\Gamma(\beta))^{n} b^{n \beta} / \Gamma(n \beta)} \sum_{j=0}^{n-1}\left(\frac{C_{1} b^{\beta}}{\beta}\right)^{j} \\
m^{*}(t)=\max \left\{B_{0} C_{2} M p(t), \alpha m(t)\right\}
\end{array}
$$

and $F=M\|\phi\|_{D}\left\{1+c_{1}\left\|(-A)^{-\beta}\right\|\right\}+\{M+1\}\left\{c_{2}\left\|(-A)^{-\beta}\right\|\right\}+\frac{c_{2} C_{1-\beta} b^{\beta}}{\beta}+M \sum_{k=1}^{m} d_{k}$.
(H6) $\zeta$ is completely continuous and there exists a constant $Q$ such that

$$
\left\|\zeta\left(u_{1}, \ldots, u_{p}\right)(t)\right\| \leq Q, \quad \text { for } \quad\left(u_{1}, \ldots, u_{p}\right) \in D^{p}, t \in[-r, 0] .
$$

(H7) (i) The function $h(t, s, \cdot): D \rightarrow X$ is continuous for almost all $(t, s) \in J \times J$ and for each $x \in D$, the function $h(\cdot, \cdot, x): J \times J \rightarrow X$ is strongly measurable.
(ii) There exists an integrable function $q:[0, b] \rightarrow[0, \infty)$ and a constant $L>0$ such that

$$
\|h(t, s, x)\| \leq L q(s) \psi\left(\|x\|_{D}\right), \quad 0 \leq s<t \leq b, x \in D,
$$

where $\psi:[0, \infty) \rightarrow(0, \infty)$ is a continuous and nondecreasing function.
(H8) (i) The function $f(t, \cdot, \cdot): D \times X \rightarrow X$ is continuous for almost all $t \in J$, and for each $(x, y) \in D \times X$, the function $f(\cdot, x, y): J \rightarrow X$ is strongly measurable.
(ii) For every positive integer $\rho$ there exists $\alpha_{\rho} \in L^{1}\left(J, R_{+}\right)$such that

$$
\sup _{\|x\|\| \| y \|\} \leq \rho}\|f(t, x, y)\| \leq \alpha_{\rho}(t), \quad \text { for } t \in J \quad \text { a.e. }
$$

(iii) $\|f(t, x, y)\| \leq p(t) \omega\left(\|x\|_{D}+\|y\|\right)$ for almost all $t \in J$ and all $x \in D, y \in X$, where $p \in L^{1}\left(J, R_{+}\right)$and $\omega: R_{+} \rightarrow(0, \infty)$ is continuous and increasing with

$$
\int_{0}^{b} m^{*}(s) \mathrm{d} s<\int_{C_{0}}^{\infty} \frac{d \tau}{\omega(\tau)+\psi(\tau)}
$$

where

$$
\begin{array}{r}
C_{0}=\frac{F}{1-c_{1}\left\|(-A)^{-\beta}\right\|}, \quad C_{2}=\frac{1}{1-c_{1}\left\|(-A)^{-\beta}\right\|}, \\
H=e^{C_{1}^{n}(\Gamma(\beta))^{n} b^{n \beta} / \Gamma(n \beta)} \sum_{j=0}^{n-1}\left(\frac{C_{1} b^{\beta}}{\beta}\right)^{j}, \\
m^{*}(t)=\max \left\{H M C_{2} p(t), L q(t)\right\}
\end{array}
$$

and $F=M\|\phi\|_{D}\left[1+c_{1}\left\|(-A)^{-\beta}\right\|\right]+\{M+1\}\left\{c_{2}\left\|(-A)^{-\beta}\right\|\right\}+M Q+\frac{c_{2} c_{1-\beta} \beta^{\beta}}{\beta}+$ $M \sum_{k=1}^{m} d_{k}$.

## 3 Existence results

In order to define the solution of problems (1.1)-(1.3) and (3.1)-(3.3) we consider the following space $P C([-r, b], X)=\{x:[-r, b] \rightarrow X$ such that $x(t)$ is continuous almost everywhere except for some $t_{k}$ at which $x\left(t_{k}^{-}\right)$and $x\left(t_{k}^{+}\right), k=1,2, \ldots, m$ exists and $\left.x\left(t_{k}^{-}\right)=x\left(t_{k}\right)\right\}$.

For any $t \in J$, we have $x_{t} \in D$ and

$$
\|x\|_{P C}=\sup \{|x(t)|: t \in[-r, b]\}
$$

Let $A C(J, X)$ is the space of all absolutely continuous functions $x: J \rightarrow X$.

Definition 1. A function $x \in P C([-r, b], X) \cap A C\left(\left(t_{k}, t_{k+1}\right), X\right), k=1,2, \ldots, m$, is said to be solution of (1.1)-(1.3) if $x(t)-g\left(t, x_{t}\right)$ is absolutely continuous on $J-\left\{t_{1}, t_{2}, \ldots, t_{m}\right\}$ and (1.1)-(1.3) are satisfied.
Theorem 1. If the assumptions $(H 1)-(H 5)$ are satisfied, then IVP (1.1)-(1.3) has at least one solution on $[-r, b]$.

Proof. Transform the problem (1.1)-(1.3) into a fixed point problem. Consider the operator $\Phi: P C([-r, b], X) \rightarrow P C([-r, b], X)$ defined by
$\Phi x(t)=\left\{\begin{array}{lll}\phi(t) & \text { if } t \in[-r, 0], \\ T(t)[\phi(0)-g(0, \phi(0))]+g\left(t, x_{t}\right)+\int_{0}^{t} A T(t-s) g\left(s, x_{s}\right) \mathrm{d} s & \\ & +\int_{0}^{t} T(t-s) f\left(s, x_{s}, \int_{0}^{s} h\left(s, \tau, x_{\tau}\right) \mathrm{d} \tau\right) \mathrm{d} s & \\ & +\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) & t \in J .\end{array}\right.$
From hypothesis $(H 1)$ the following inequality holds.

$$
\begin{aligned}
\left\|A T(t-s) g\left(s, x_{s}\right)\right\| & \leq\left\|(-A)^{1-\beta} T(t-s)\right\|\left\|(-A)^{\beta} g\left(s, x_{s}\right)\right\| \\
& \leq \frac{C_{1-\beta}}{(t-s)^{1-\beta}}\left[c_{1}\left\|x_{s}\right\|_{D}+c_{2}\right]
\end{aligned}
$$

Then from Bochner theorem [19], it follows that $A T(t-s) g\left(s, x_{s}\right)$ is integrable on $[0, t)$.

Now we decompose $\Phi$ as $\Phi=\Phi_{1}+\Phi_{2}$ where

$$
\begin{aligned}
& \Phi_{1} x(t)= \begin{cases}0 & \text { if } t \in[-r, 0] \\
-T(t) g(0, \phi)+g\left(t, x_{t}\right)+\int_{0}^{t} A T(t-s) g\left(s, x_{s}\right) \mathrm{d} s & \text { if } t \in J\end{cases} \\
& \Phi_{2} x(t)= \begin{cases}\phi(t) & \text { if } t \in[-r, 0] \\
T(t) \phi(0)+\int_{0}^{t} T(t-s) f\left(s, x_{s}, \int_{0}^{s} h\left(s, \tau, x_{\tau}\right) \mathrm{d} \tau\right) \mathrm{d} s \\
\quad+\sum_{0<l_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) & \text {if } t \in J .\end{cases}
\end{aligned}
$$

Now, we will show that the operators $\Phi_{1}$ and $\Phi_{2}$ satisfy all the conditions of Theorem 2.1 on $[-r, b]$.

First we show that $\Phi_{1}$ is contraction on $P C([-r, b], X)$. Let $x, y \in X$. From hypothesis (H1), we have

$$
\begin{aligned}
\left\|\Phi_{1} x(t)-\Phi_{1} y(t)\right\| & \leq\left\|g\left(t, x_{t}\right)-g\left(t, y_{t}\right)\right\|+\left\|\int_{0}^{t} A T(t-s)\left[g\left(s, x_{s}\right)-g\left(s, y_{s}\right)\right] \mathrm{d} s\right\| \\
& \leq\left\|(-A)^{-\beta}\right\| L_{g}\left\|x_{t}-y_{t}\right\|_{D}+L_{g}\left\|x_{t}-y_{t}\right\|_{D} \int_{0}^{t} \frac{C_{1-\beta}}{(t-s)^{1-\beta}} \mathrm{d} s \\
& \leq L_{g}\left\|x_{t}-y_{t}\right\|_{D}\left\{\left\|(-A)^{-\beta}\right\|+\frac{C_{1-\beta} b^{\beta}}{\beta}\right\}
\end{aligned}
$$

Taking supremum over $t,\left\|\Phi_{1} x-\Phi_{1} y\right\| \leq L_{0}\|x-y\|_{D}, L_{0}=L_{g}\left\{\left\|(-A)^{-\beta}\right\|+\frac{C_{1-\beta} b^{\beta}}{\beta}\right\}$. Since $L_{0}<1$, this shows that $\Phi_{1}$ is contraction on $P C([-r, b], X)$.

Next, we show that $\Phi_{2}$ is completely continuous on $P C([-r, b], X)$. First we prove that $\Phi_{2}$ maps bounded sets into bounded sets in $P C([-r, b], X)$. Let $B$ be a bounded set in $P C([-r, b], X)$. Now for each $u(t) \in \Phi_{2} x(t)$, then for each $t \in J, x \in B$,

$$
\begin{aligned}
u(t)= & T(t) \phi(0)+\int_{0}^{t} T(t-s) f\left(s, x_{s}, \int_{0}^{s} h\left(s, \tau, x_{\tau}\right) \mathrm{d} \tau\right) \mathrm{d} s \\
& +\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right)
\end{aligned}
$$

Then

$$
\|u(t)\| \leq M\|\phi\|_{D}+M \int_{0}^{t}\left\|f\left(s, x_{s}, \int_{0}^{s} h\left(s, \tau, x_{\tau}\right) \mathrm{d} \tau\right)\right\| \mathrm{d} s+M \sum_{k=1}^{m} d_{k} .
$$

From hypothesis (H4)(iii) we have

$$
\|u(t)\| \leq M\|\phi\|_{D}+M \int_{0}^{t} \alpha_{k}(s) \mathrm{d} s+M \sum_{k=1}^{m} d_{k} .
$$

for all $u \in \Phi_{2}(x) \subset \Phi_{2}(B)$. Hence $\Phi_{2}(B)$ is bounded.
Next, we show that $\Phi_{2}$ maps bounded sets into equicontinuous sets. Let $B$ be bounded, as above, and $h \in \Phi_{2} x$ for some $x \in B$, then for each $t \in J$, we have

$$
\begin{aligned}
h(t)= & T(t) \phi(0)+\int_{0}^{t} T(t-s) f\left(s, x_{s}, \int_{0}^{s} h\left(s, \tau, x_{\tau}\right) \mathrm{d} \tau\right) \mathrm{d} s \\
& +\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right)
\end{aligned}
$$

Let $r_{1}, r_{2} \in J-\left\{t_{1}, t_{2}, \ldots, t_{m}\right\}, r_{1}<r_{2}$. Then we have

$$
\begin{aligned}
& \left\|h\left(r_{2}\right)-h\left(r_{1}\right)\right\| \\
& \leq\left\|T\left(r_{2}\right)-T\left(r_{1}\right)\right\|\|\phi(0)\| \\
& \quad+\int_{0}^{r_{1}-\varepsilon}\left\|T\left(r_{2}-s\right)-T\left(r_{1}-s\right)\right\|\left\|f\left(s, x_{s}, \int_{0}^{s} h\left(s, \tau, x_{\tau}\right) \mathrm{d} \tau\right)\right\| \mathrm{d} s \\
& \quad+\int_{r_{1}-\varepsilon}^{r_{1}}\left\|T\left(r_{2}-s\right)-T\left(r_{1}-s\right)\right\|\left\|f\left(s, x_{s}, \int_{0}^{s} h\left(s, \tau, x_{\tau}\right) \mathrm{d} \tau\right)\right\| \mathrm{d} s \\
& \quad+\int_{r_{1}}^{r_{2}}\left\|T\left(r_{2}-s\right)\right\|\left\|f\left(s, x_{s}, \int_{0}^{s} h\left(s, \tau, x_{\tau}\right) \mathrm{d} \tau\right)\right\| \mathrm{d} s \\
& \quad+M \sum_{0<t_{k}<r_{2}-r_{1}} d_{k}+\sum_{0<i_{k}<r_{1}}\left\|T\left(r_{2}-t_{k}\right)-T\left(r_{1}-t_{k}\right)\right\| d_{k} .
\end{aligned}
$$

As $r_{2} \rightarrow r_{1}$ and $\varepsilon$ be small the right hand side of the above inequality tends to zero, since $T(t)$ is a strongly continuous operator and the compactness of $T(t), t>0 \mathrm{im}$ plies the continuity in the uniform operator topology.

This proves the equicontinuity for the case where $t \neq t_{i}, i=1,2, \ldots, m$. Similarly one can prove that at $t=t_{i}$. The equicontinuity for the other cases $r_{1}<r_{2} \leq 0$ and $r_{1} \leq 0 \leq r_{2}$ are obvious.

Next, we show that $\Phi_{2}$ is continuous. Let $\left\{x_{n}\right\} \subset B$ and $x_{n} \rightarrow x$ in $P C([-r, b], X)$. Then by hypothesis (H4)(iii), we have

$$
f\left(s, x_{n_{s}}, \int_{0}^{t} h\left(t, s, x_{n_{s}}\right) \mathrm{d} s\right) \rightarrow f\left(s, x_{s}, \int_{0}^{t} h\left(t, s, x_{s}\right) \mathrm{d} s\right), \quad n \rightarrow \infty
$$

and

$$
\left\|f\left(s, x_{n_{s}}, \int_{0}^{t} h\left(t, s, x_{n_{s}}\right) \mathrm{d} s\right)-f\left(s, x_{s}, \int_{0}^{t} h\left(t, s, x_{s}\right) \mathrm{d} s\right)\right\| \leq 2 \alpha_{k}(s)
$$

By dominated convergence theorem, we obtain the continuity of $\Phi_{2}$ :

$$
\begin{aligned}
\left\|\Phi_{2} x_{n}-\Phi_{2} x\right\| \leq & \sup _{t \in J}\left[\| \int_{0}^{t} T(t-s)\left[f\left(s, x_{n_{s}}, \int_{0}^{s} h\left(s, \tau, x_{n_{\tau}}\right) \mathrm{d} \tau\right)\right.\right. \\
& \left.-f\left(s, x_{s}, \int_{0}^{s} h\left(s, \tau, x_{\tau}\right) \mathrm{d} \tau\right)\right] \mathrm{d} s \\
& \left.+\sum_{0<t_{k}<t} T\left(t-t_{k}\right)\left[I_{k}\left(x_{n}\left(t_{k}\right)\right)-I_{k}\left(x\left(t_{k}\right)\right)\right] \|\right] \\
& \rightarrow 0 \text { as } n \rightarrow \infty
\end{aligned}
$$

Thus $\Phi_{2}$ is continuous. From the Arzela-Ascoli theorem it suffices to show that $\Phi_{2}$ maps $B$ into a precompact set in $X$. Let $0<t \leq b$ be fixed and let $\varepsilon$ be a real number satisfying $0<\varepsilon<t$. For $x \in B$ we define

$$
\begin{aligned}
\left(\Phi_{2}^{\varepsilon} x\right)(t)= & T(t) \phi(0)+T(\varepsilon) \int_{0}^{t-\varepsilon} T(t-s-\varepsilon) f\left(s, x_{s}, \int_{0}^{s} h\left(s, \tau, x_{\tau}\right) \mathrm{d} \tau\right) \mathrm{d} s \\
& +T(\varepsilon) \sum_{0<t_{k}<t-\varepsilon} T\left(t-t_{k}-\varepsilon\right) I_{k}\left(x\left(t_{k}\right)\right) .
\end{aligned}
$$

Then from the compactness of $T(t), t>0$, the set $V_{\varepsilon}(t)=\left\{\left(\Phi_{2}^{\varepsilon} x\right)(t): x \in B\right\}$ is precompact in $X$ for every $\varepsilon, 0<\varepsilon<t$. Moreover, for every $x \in B$, we have

$$
\begin{aligned}
\left|\left(\Phi_{2} x\right)(t)-\left(\Phi_{2}^{\varepsilon} x\right)(t)\right| \leq & \int_{t-\varepsilon}^{t}\|T(t-s)\|\left\|f\left(s, x_{s}, \int_{0}^{s} h\left(s, \tau, x_{\tau}\right) \mathrm{d} \tau\right)\right\| \mathrm{d} s \\
& +\sum_{t-\varepsilon<i_{k}<t}\left\|T\left(t-t_{k}\right)\right\| d_{k} \\
\leq & \int_{t-\varepsilon}^{t} M \alpha_{k}(s) \mathrm{d} s+\sum_{t-\varepsilon<t_{k}<t} M d_{k}
\end{aligned}
$$

Therefore, there are precompact sets arbitrarily close to the set $V(t)=\left\{\left(\Phi_{2} x\right)(t): x \in\right.$ $B\}$. Hence the set $\Phi_{2}(B)$ is precompact in $X$. Hence the operator $\Phi_{2}$ is completely continuous.

To apply the Krasnoselski-Schaefer theorem, it remains to show that the set

$$
\zeta(\Phi)=\left\{x(\cdot): \lambda \Phi_{1}\left(\frac{x}{\lambda}\right)+\lambda \Phi_{2} x=x\right\}
$$

is bounded for $\lambda \in(0,1)$. To this end let $x(\cdot) \in \zeta(\Phi)$. Then $\lambda \Phi_{1}\left(\frac{x}{\lambda}\right)+\lambda \Phi_{2} x=x$ for some $\lambda \in(0,1)$ and

$$
\begin{aligned}
\|x(t)\|= & \left\|\lambda \Phi_{1}\left(\frac{x}{\lambda}\right)+\lambda \Phi_{2} x\right\| \\
= & \lambda \|-T(t) g\left(0, \frac{x(0)}{\lambda}\right)+g\left(t, \frac{x_{t}}{\lambda}\right)+\int_{0}^{t} A T(t-s) g\left(s, \frac{x_{s}}{\lambda}\right) \mathrm{d} s \\
& +T(t) \phi(0)+\int_{0}^{t} T(t-s) f\left(s, x_{s}, \int_{0}^{s} h\left(s, \tau, x_{\tau}\right) \mathrm{d} \tau\right) \mathrm{d} s \\
& +\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{K}\left(x\left(t_{k}^{-}\right)\right) \| \\
\leq & M\left\|(-A)^{-\beta}\right\|\left[c_{1}\|\phi\|_{D}+c_{2}\right]+\left\|(-A)^{-\beta}\right\|\left[c_{1}\left\|x_{t}\right\|_{D}+c_{2}\right]+\frac{c_{2} C_{1-\beta} b^{\beta}}{\beta} \\
& +c_{1} C_{1-\beta} \int_{0}^{t} \frac{\left\|x_{s}\right\|_{D}}{(t-s)^{1-\beta}} \mathrm{d} s+M\|\phi\|_{D} \\
& +M \int_{0}^{t} p(s) \Omega\left(\left\|x_{s}\right\|_{D}+\int_{0}^{s} \alpha m(\tau) \Omega_{0}\left(\left\|x_{\tau}\right\|_{D}\right) \mathrm{d} \tau\right) \mathrm{d} s+M \sum_{k=1}^{m} d_{k} \\
\leq & M\left\|(-A)^{-\beta}\right\| c_{1}\|\phi\|_{D}+M c_{2}\left\|(-A)^{-\beta}\right\|+\left\|(-A)^{-\beta}\right\| c_{1}\left\|x_{t}\right\|_{D} \\
& +c_{2}\left\|(-A)^{-\beta}\right\|+c_{1} C_{1-\beta} \int_{0}^{t} \frac{\left\|x_{s}\right\|_{D}}{(t-s)^{1-\beta}} \mathrm{d} s+\frac{c_{2} C_{1-\beta} b^{\beta}}{\beta}+M\|\phi\|_{D} \\
& +M \int_{0}^{t} p(s) \Omega\left(\left\|x_{s}\right\|_{D}+\int_{0}^{s} \alpha m(\tau) \Omega_{0}\left(\left\|x_{\tau}\right\|_{D}\right) \mathrm{d} \tau\right) \mathrm{d} s+M \sum_{k=1}^{m} d_{k} \\
\leq & F+c_{1}\left\|(-A)^{-\beta}\right\|\left\|x_{t}\right\|_{D}+c_{1} C_{1-\beta} \int_{0}^{t} \frac{\left\|x_{s}\right\|_{D}}{(t-s)^{1-\beta}} \mathrm{d} s \\
& +M \int_{0}^{t} p(s) \Omega\left(\left\|x_{s}\right\|_{D}+\int_{0}^{s} \alpha m(\tau) \Omega_{0}\left(\left\|x_{\tau}\right\|_{D}\right) \mathrm{d} \tau\right) \mathrm{d} s, \quad t \in J,
\end{aligned}
$$

where

$$
F=M\|\phi\|_{D}\left[1+c_{1}\left\|(-A)^{-\beta}\right\|\right]+\{M+1\}\left\{c_{2}\left\|(-A)^{-\beta}\right\|\right\}+\frac{c_{2} C_{1-\beta} b^{\beta}}{\beta}+M \sum_{k=1}^{m} d_{k} .
$$

Let $\mu(t)=\max \{\|x(s)\|:-r \leq s \leq t\}, t \in J$. Then $\left\|x_{t}\right\|_{D} \leq \mu(t)$ for all $t \in J$ and there is a point $t^{*} \in[-r, t]$ such that $\mu(t)=\left\|x\left(t^{*}\right)\right\|$. Hence we have

$$
\begin{aligned}
& \mu(t)=\left\|x\left(t^{*}\right)\right\| \\
& \leq F+c_{1}\left\|(-A)^{-\beta}\right\|\left\|x_{t^{*}}\right\|_{D}+c_{1} C_{1-\beta} \int_{0}^{t^{*}} \frac{\left\|x_{s}\right\|_{D}}{(t-s)^{1-\beta}} \mathrm{d} s \\
&+M \int_{0}^{t^{*}} p(s) \Omega\left(\left\|x_{s}\right\|_{D}+\int_{0}^{s} \alpha m(\tau) \Omega_{0}\left(\left\|x_{\tau}\right\|_{D}\right) \mathrm{d} \tau\right) \mathrm{d} s, \\
& \leq F+ c_{1}\left\|(-A)^{-\beta}\right\| \mu(t)+c_{1} C_{1-\beta} \int_{0}^{t} \frac{\mu(s)}{(t-s)^{1-\beta}} \mathrm{d} s \\
&+M \int_{0}^{t} p(s) \Omega\left(\mu(s)+\alpha \int_{0}^{s} m(\tau) \Omega_{0}(\mu(\tau)) \mathrm{d} \tau\right) \mathrm{d} s,
\end{aligned}
$$

or

$$
\begin{aligned}
\mu(t) \leq & \frac{F}{1-c_{1}\left\|(-A)^{-\beta}\right\|}+\frac{1}{1-c_{1}\left\|(-A)^{-\beta}\right\|} c_{1} C_{1-\beta} \int_{0}^{t} \frac{\mu(s)}{(t-s)^{1-\beta}} \mathrm{d} s \\
& +\frac{M}{1-c_{1}\left\|(-A)^{-\beta}\right\|}\left\{\int_{0}^{t} p(s) \Omega\left(\mu(s)+\alpha \int_{0}^{s} m(\tau) \Omega_{0}(\mu(\tau)) \mathrm{d} \tau\right) \mathrm{d} s\right\} \\
\leq & C_{0}+C_{1} \int_{0}^{t} \frac{\mu(s)}{(t-s)^{1-\beta}} \mathrm{d} s \\
& +M C_{2} \int_{0}^{t} p(s) \Omega\left(\mu(s)+\alpha \int_{0}^{s} m(\tau) \Omega_{0}(\mu(\tau)) \mathrm{d} \tau\right) \mathrm{d} s, t \in J .
\end{aligned}
$$

where

$$
C_{0}=\frac{F}{1-c_{1}\left\|(-A)^{-\beta}\right\|}, \quad C_{1}=\frac{c_{1} C_{1-\beta}}{1-c_{1}\left\|(-A)^{-\beta}\right\|} \quad \text { and } \quad C_{2}=\frac{1}{1-c_{1}\left\|(-A)^{-\beta}\right\|} .
$$

From Lemma 2.2, we have

$$
\mu(t) \leq B_{0}\left(C_{0}+M C_{2} \int_{0}^{t} p(s) \Omega\left(\mu(s)+\alpha \int_{0}^{s} m(\tau) \Omega_{0}(\mu(\tau)) \mathrm{d} \tau\right) \mathrm{d} s\right)
$$

where

$$
B_{0}=e^{C_{1}^{n}(\Gamma(\beta))^{n} b^{n \beta} / \Gamma(n \beta)} \sum_{j=0}^{n-1}\left(\frac{C_{1} b^{\beta}}{\beta}\right)^{j}
$$

Let us take the right hand side of the above inequality as $v(t)$. Then $v(0)=B_{0} C_{0}, \mu(t) \leq$ $v(t), 0 \leq t \leq b$ and

$$
\begin{aligned}
v^{\prime}(t) & \leq B_{0} C_{2} M p(t) \Omega\left(\mu(t)+\alpha \int_{0}^{t} m(s) \Omega_{0}(\mu(s)) \mathrm{d} s\right) \\
& \leq B_{0} C_{2} M p(t) \Omega\left(v(t)+\alpha \int_{0}^{t} m(s) \Omega_{0}(v(s)) \mathrm{d} s\right)
\end{aligned}
$$

Let $w(t)=v(t)+\alpha \int_{0}^{t} m(s) \Omega_{0}(v(s)) \mathrm{d} s$. Then $w(0)=v(0)=B_{0} C_{0}, v(t) \leq w(t)$ for all $t \in J$, and

$$
\begin{aligned}
w^{\prime}(t) & =v^{\prime}(t)+\alpha m(t) \Omega_{0}(v(t)) \\
& \leq B_{0} C_{2} M p(t) \Omega(w(t))+\alpha m(t) \Omega_{0}(w(t)) \\
& \leq m^{*}(t)\left\{\Omega(w(t))+\Omega_{0}(w(t))\right\}
\end{aligned}
$$

Integrating from 0 to $t$, we obtain

$$
\begin{aligned}
\int_{0}^{t} \frac{w^{\prime}(s)}{\Omega(w(s))+\Omega_{0}(w(s))} \mathrm{d} s & \leq \int_{0}^{t} m^{*}(s) \mathrm{d} s \\
\int_{w(0)}^{w(t)} \frac{d s}{\Omega(s)+\Omega_{0}(s)} & \leq \int_{0}^{b} m^{*}(s) \mathrm{d} s<\int_{B_{0} C_{0}}^{\infty} \frac{d s}{\Omega(s)+\Omega_{0}(s)}
\end{aligned}
$$

Hence there exists a constant $M$ such that $v(t) \leq M$ for all $t \in J$, and $\mu(t) \leq v(t) \leq M$ for all $t \in J$. Therefore

$$
\|x\|=\sup _{t \in[-r, b]}\|x(t)\|=\mu(b) \leq w(b) \leq M \quad \text { for all } x \in \zeta(\Phi) .
$$

This shows that the set $\zeta$ is bounded in $P C([-r, b], X)$. Consequently, by Theorem 2.1, the operator $\Phi$ has a fixed point in $P C([-r, b], X)$. Thus the IVP (1.1)-(1.3) has a solution on $[-r, b]$. This completes the proof.

Finally, we study the same problem (1.1)-(1.3) with nonlocal conditions of the form

$$
\begin{align*}
\frac{d}{d t}\left[x(t)-g\left(t, x_{t}\right)\right] & =A x(t)+f\left(t, x_{t}, \int_{0}^{t} h\left(t, s, x_{s}\right) d s\right),  \tag{3.1}\\
t \in J & =[0, b], \quad t \neq t_{k}, \quad k=1,2, \ldots, m, \\
\left.\Delta x\right|_{t=t_{k}} & =I_{k}\left(x\left(t_{k}^{-}\right)\right), \quad k=1,2, \ldots, m,  \tag{3.2}\\
x(t)+\left(\zeta\left(x_{\eta_{1}}, \ldots, x_{\eta_{p}}\right)\right)(t) & =\phi(t), \quad t \in[-r, 0], \tag{3.3}
\end{align*}
$$

where $A$ is the infinitesimal generator of an analytic semigroup of bounded linear operators $\{T(t), t \geq 0\}$, on a Banach space $X, g: J \times D \rightarrow X, h: J \times J \times D \rightarrow X$ and $f: J \times D \times X \rightarrow X$ are given functions, where $D=\{\psi:[-r, 0] \rightarrow X$ such that $\psi$ is continuous everywhere except for a finite number of points $s$ at which $\psi\left(s^{-}\right)$and $\psi\left(s^{+}\right)$exists and $\left.\psi\left(s^{-}\right)=\psi(s)\right\}, \phi \in D(0<r<\infty), 0<\eta_{1}<\cdots<\eta_{p} \leq b, p \in$ $N, \zeta: D^{p} \rightarrow D,\left(D^{p}=D \times D \times D \times \cdots \times D, p\right.$ times $), 0=t_{0}<t_{1}<\cdots<t_{m}<t_{m+1}=$ $b, I_{k} \in C(X, X)(k=1,2 \ldots m)$, are bounded functions. $\left.\Delta x\right|_{t=t_{k}}=x\left(t_{k}^{+}\right)-x\left(t_{k}^{-}\right), x\left(t_{k}^{+}\right)=$ $\lim _{h \rightarrow 0^{+}} x\left(t_{k}+h\right)$ and $x\left(t_{k}^{-}\right)=\lim _{h \rightarrow 0^{-}} x\left(t_{k}-h\right)$ represent the right and left limits of $x(t)$ at $t=t_{k}$, respectively.

Now, we state and prove the existence result for the problem (3.1)-(3.3).

Theorem 2. If the assumptions $(H 1)-(H 3)$ and $(H 6)-(H 8)$ are satisfied, then IVP (3.1)-(3.3) has at least one solution on $[-r, b]$.

Proof. Transform the problem (3.1)-(3.3) into a fixed point problem. Consider the operator $\Phi: P C([-r, b], X) \rightarrow P C([-r, b], X)$ defined by

$$
\Phi x(t)= \begin{cases}\phi(t)-\left(\zeta\left(x_{\eta_{1}}, \ldots, x_{\eta_{p}}\right)\right)(t) & \text { if } t \in[-r, 0], \\ T(t)\left[\phi(0)-\left(\zeta\left(x_{\eta_{1}}, \ldots, x_{\eta_{p}}\right)\right)(0)-g(0, \phi(0))\right]+g\left(t, x_{t}\right) & \\ \quad+\int_{0}^{t} A T(t-s) g\left(s, x_{s}\right) \mathrm{d} s & \\ \quad+\int_{0}^{t} T(t-s) f\left(s, x_{s}, \int_{0}^{s} h\left(s, \tau, x_{\tau}\right) \mathrm{d} \tau\right) \mathrm{d} s & \\ \quad+\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) & \text {if } t \in J .\end{cases}
$$

From hypothesis (H1) the following inequality holds.

$$
\begin{aligned}
\left\|A T(t-s) g\left(s, x_{s}\right)\right\| & \leq\left\|(-A)^{1-\beta} T(t-s)\right\|\left\|(-A)^{\beta} g\left(s, x_{s}\right)\right\| \\
& \leq \frac{C_{1-\beta}}{(t-s)^{1-\beta}}\left[c_{1}\left\|x_{s}\right\|_{D}+c_{2}\right]
\end{aligned}
$$

Now we decompose $\boldsymbol{\Phi}$ as $\Phi=\boldsymbol{\Phi}_{1}+\boldsymbol{\Phi}_{2}$ where

$$
\begin{gathered}
\Phi_{1} x(t)= \begin{cases}0 & \text { if } t \in[-r, 0], \\
-T(t) g(0, \phi)+g\left(t, x_{t}\right)+\int_{0}^{t} A T(t-s) g\left(s, x_{s}\right) \mathrm{d} s & \text { if } t \in J .\end{cases} \\
\Phi_{2} x(t)= \begin{cases}\phi(t)-\left(\zeta\left(x_{\eta_{1}}, \ldots, x_{\eta_{p}}\right)\right)(t) & \text { if } t \in[-r, 0] \\
T(t)\left[\phi(0)-\left(\zeta\left(x_{\eta_{1}}, \ldots, x_{\eta_{p}}\right)\right)(0)\right] \\
+\int_{0}^{t} T(t-s) f\left(s, x_{s}, \int_{0}^{s} h\left(s, \tau, x_{\tau}\right) \mathrm{d} \tau\right) \mathrm{d} s \\
+\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) & \text {if } t \in J .\end{cases}
\end{gathered}
$$

Now, we will show that the operators $\Phi_{1}$ and $\Phi_{2}$ satisfy all the conditions of Theorem 2.1 on $[-r, b]$. From Theorem 3.1 easily we can prove that $\Phi_{1}$ is contraction and $\Phi_{2}$ is completely continuous.

To apply the Krasnoselski-Schaefer theorem, it remains to show that the set

$$
G(\Phi)=\left\{x(\cdot): \lambda \Phi_{1}\left(\frac{x}{\lambda}\right)+\lambda \Phi_{2} x=x\right\}
$$

is bounded for $\lambda \in(0,1)$. To this end let $x(\cdot) \in G(\Phi)$. Then $\lambda \Phi_{1}\left(\frac{x}{\lambda}\right)+\lambda \Phi_{2} x=x$ for some $\lambda \in(0,1)$ and

$$
\begin{aligned}
\|x(t)\|= & \left\|\lambda \Phi_{1}\left(\frac{x}{\lambda}\right)+\lambda \Phi_{2} x\right\| \\
\leq & M\left[\|\phi\|_{D}+Q\right]+M\left\|(-A)^{-\beta}\right\|\left[c_{1}\|\phi\|_{D}+c_{2}\right]+\left\|(-A)^{-\beta}\right\|\left[c_{1}\left\|x_{t}\right\|_{D}+c_{2}\right] \\
& +\int_{0}^{t}\left\|(-A)^{I-\beta} T(t-s)\right\|\left\|(-A)^{\beta} g\left(s, x_{s}\right)\right\| \mathrm{d} s \\
& +M \int_{0}^{t} p(s) \omega\left(\left\|x_{s}\right\|_{D}+\int_{0}^{s} L q(\tau) \Psi\left(\left\|x_{\tau}\right\|_{D}\right) \mathrm{d} \tau\right) \mathrm{d} s+M \sum_{k=1}^{m} d_{k} \\
\leq & M\left[\|\phi\|_{D}+Q\right]+M\left\|(-A)^{-\beta}\right\| c_{1}\|\phi\|_{D}+M c_{2}\left\|(-A)^{-\beta}\right\|+\frac{c_{2} C_{1-\beta} b^{\beta}}{\beta} \\
& +c_{1}\left\|(-A)^{-\beta}\right\|\left\|x_{t}\right\|_{D}+c_{2}\left\|(-A)^{-\beta}\right\|+c_{1} C_{1-\beta} \int_{0}^{t} \frac{\left\|x_{s}\right\|_{D}}{(t-s)^{1-\beta}} \mathrm{d} s \\
& +M \int_{0}^{t} p(s) \omega\left(\left\|x_{s}\right\|_{D}+\int_{0}^{s} L q(\tau) \psi\left(\left\|x_{\tau}\right\|_{D}\right) \mathrm{d} \tau\right) \mathrm{d} s+M \sum_{k=1}^{m} d_{k} \\
\leq & F+c_{1}\left\|(-A)^{-\beta}\right\|\left\|x_{t}\right\|_{D}+c_{1} C_{1-\beta} \int_{0}^{t} \frac{\left\|x_{s}\right\|_{D}}{(t-s)^{1-\beta}} \mathrm{d} s \\
& +M \int_{0}^{t} p(s) \omega\left(\left\|x_{s}\right\|_{D}+\int_{0}^{s} L q(\tau) \psi\left(\left\|x_{\tau}\right\|_{D}\right) \mathrm{d} \tau\right) \mathrm{d} s, \quad t \in J .
\end{aligned}
$$

where

$$
\begin{aligned}
F= & M\|\phi\|_{D}\left[1+c_{1}\left\|(-A)^{-\beta}\right\|\right]+\{M+1\}\left\{c_{2}\left\|(-A)^{-\beta}\right\|\right\}+\frac{c_{2} C_{1-\beta} b^{\beta}}{\beta} \\
& +M Q+M \sum_{k=1}^{m} d_{k} .
\end{aligned}
$$

Let $\mu(t)=\max \{\|x(s)\|:-r \leq s \leq t\}, t \in J$. Then $\left\|x_{t}\right\|_{D} \leq \mu(t)$ for all $t \in J$ and there is a point $t^{*} \in[-r, t]$ such that $\mu(t)=\left\|x\left(t^{*}\right)\right\|$. Hence we have

$$
\begin{aligned}
\mu(t)= & \left\|x\left(t^{*}\right)\right\| \\
\leq & F+c_{1}\left\|(-A)^{-\beta}\right\|\left\|x_{t} \cdot\right\|_{D}+c_{1} C_{1-\beta} \int_{0}^{t^{*}} \frac{\left\|x_{s}\right\|_{D}}{(t-s)^{1-\beta}} \mathrm{d} s \\
& +M \int_{0}^{t^{*}} p(s) \omega\left(\left\|x_{s}\right\|_{D}+\int_{0}^{s} L q(\tau) \psi\left(\left\|x_{\tau}\right\|_{D}\right) \mathrm{d} \tau\right) \mathrm{d} s \\
\leq & F+c_{1}\left\|(-A)^{-\beta}\right\| \mu(t)+c_{1} C_{1-\beta} \int_{0}^{t} \frac{\mu(s)}{(t-s)^{1-\beta}} \mathrm{d} s \\
& +M \int_{0}^{t} p(s) \omega\left(\mu(s)+L \int_{0}^{s} q(\tau) \psi(\mu(\tau)) \mathrm{d} \tau\right) \mathrm{d} s,
\end{aligned}
$$

or

$$
\begin{aligned}
\mu(t) \leq & \frac{F}{1-c_{1}\left\|(-A)^{-\beta}\right\|}+\frac{1}{1-c_{1}\left\|(-A)^{-\beta}\right\|} c_{1} C_{1-\beta} \int_{0}^{t} \frac{\mu(s)}{(t-s)^{1-\beta}} \mathrm{d} s \\
& +\frac{M}{1-c_{1}\left\|(-A)^{-\beta}\right\|}\left\{\int_{0}^{t} p(s) \omega\left(\mu(s)+L \int_{0}^{s} q(\tau) \psi(\mu(\tau)) \mathrm{d} \tau\right) \mathrm{d} s\right\} \\
\leq & C_{0}+C_{1} \int_{0}^{t} \frac{\mu(s)}{(t-s)^{1-\beta}} \mathrm{d} s+M C_{2} \int_{0}^{t} p(s) \omega\left(\mu(s)+L \int_{0}^{s} q(\tau) \psi(\mu(\tau)) \mathrm{d} \tau\right) \mathrm{d} s,
\end{aligned}
$$

where

$$
C_{0}=\frac{F}{1-c_{1}\left\|(-A)^{-\beta}\right\|}, \quad C_{1}=\frac{c_{1} C_{1-\beta}}{1-c_{1}\left\|(-A)^{-\beta}\right\|} \quad \text { and } \quad C_{2}=\frac{1}{1-c_{1}\left\|(-A)^{-\beta}\right\|} .
$$

From Lemma 2.2, we have

$$
\mu(t) \leq H\left(C_{0}+M C_{2} \int_{0}^{t} p(s) \omega\left(\mu(s)+L \int_{0}^{s} q(\tau) \psi(\mu(\tau)) \mathrm{d} \tau\right) \mathrm{d} s\right)
$$

where

$$
H=e^{C_{1}^{n}(\Gamma(\beta))^{n} b^{n \beta} / \Gamma(n \beta)} \sum_{j=0}^{n-1}\left(\frac{C_{1} b^{\beta}}{\beta}\right)^{j}
$$

Let us take the right hand side of the above inequality as $v(t)$. Then $v(0)=H C_{0}, \mu(t) \leq$ $v(t), 0 \leq t \leq b$ and

$$
\begin{aligned}
v^{\prime}(t) & =H C_{2} M p(t) \omega\left(\mu(t)+L \int_{0}^{t} q(s) \psi(\mu(s)) \mathrm{d} s\right) \\
& \leq H C_{2} M p(t) \omega\left(v(t)+L \int_{0}^{t} q(s) \psi(v(s)) \mathrm{d} s\right)
\end{aligned}
$$

Let $w(t)=v(t)+L \int_{0}^{t} q(s) \psi(v(s)) \mathrm{d} s$. Then $w(0)=v(0)+0=H C_{0}, v(t) \leq w(t)$ for all $t \in J$, and

$$
\begin{aligned}
w^{\prime}(t) & =v^{\prime}(t)+L q(t) \psi(v(t)) \\
& \leq H C_{2} M p(t) \omega(w(t))+L q(t) \psi(w(t)) \\
& \leq m^{*}(t)\{\omega(w(t))+\psi(w(t))\} \\
\frac{w^{\prime}(t)}{\omega(w(t))+\psi(w(t))} & \leq m^{*}(t)
\end{aligned}
$$

This implies that

$$
\begin{aligned}
\int_{w(0)}^{w(t)} \frac{d \tau}{\omega(\tau)+\Psi(\tau)} & \leq \int_{0}^{b} m^{*}(s) \mathrm{d} s \\
& <\int_{H C_{0}}^{\infty} \frac{d \tau}{\omega(\tau)+\psi(\tau)}
\end{aligned}
$$

Hence there exists a constant $M$ such that $v(t) \leq M$ for all $t \in J$, and $\mu(t) \leq v(t) \leq M$ for all $t \in J$. Therefore

$$
\|x\|=\sup _{t \in[-r, b]}\|x(t)\|=\mu(b) \leq w(b) \leq M \quad \text { for all } x \in G(\Phi)
$$

This shows that the set $G$ is bounded in $P C([-r, b], X)$. Consequently, by Theorem 3.2.3, the operator $\Phi$ has a fixed point in $P C([-r, b], X)$. Thus the IVP (3.4.1)-(3.4.3) has a solution on $[-r, b]$. This completes the proof.
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