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Abstract  Breast cancer is the most frequent disease among 
women, and it is a serious threat to their lives and well-
being. Due to high population expansion, automatic mam-
mography detection has recently become a critical concern 
in the medical industry. The emergence of computer-assisted 
systems has aided radiologists in making accurate breast 
cancer diagnoses. An automated detection and classifica-
tion system should be implemented to prevent breast cancer 
from spreading. Breast densities vary widely among women, 
which causes missed cancers. In the case of breast density, 
the deep CNN algorithms can significantly reduce radiolo-
gist workload and improve risk assessment. The goal of 
this paper is to offer a deep learning strategy for identifying 
MLO and CC views of breast cancer as malignant, benign, 
or normal using an integration of deep convolutional neu-
ral networks (CNN) and feature fusion of LASSO (Least 
Absolute Shrinkage and Selection Operator) regression. The 
proposed method comprises pre-processing, data augmen-
tation, feature extraction, feature fusion, and classification. 
The generated features were fed into LASSO regression for 
the best prediction in this system, which utilized CNN for 
feature extraction. The fused features were then transferred 
to CNN’s fully connected layer for mammography classifi-
cation. In our experiment, the publically available dataset 
CBIS-DDSM (Curated Breast Imaging Subset of DDSM) 

was employed. The proposed work gained an accuracy of 
99.2%, specificity of 98.7%, AUC of 99.8%, sensitivity of 
99.4%, and FI-score of 98.7%, which is higher than multi 
view CNN without a feature fusion based system.

Keywords  CNN · LASSO · Mammogram cancer 
classification · Regression · Feature fusion · Breast cancer

Abbreviations
CNN	� Convolution neural network
MLO	� Medio-lateral
CC	� Cranio-caudal
DDSM	� Digital database of screening 

mammography
CBIS-DDSM	� Curated breast imaging subset of DDSM
LASSO	� Least absolute shrinkage and selection 

operator
CAD	� Computer aided diagnosis
ROC	� Receiver operating characteristic
AUC​	� Area under ROC curve
SVM	� Support vector machine
ReLU	� Rectified linear unit
ADASYN	� Adaptive synthetic sampling
TP	� True positive
TN	� True negative
FP	� False positive
FN	� False negative
FC	� Fully connected layer

1  Introduction

Due to the architecture of the human body, Women are 
easily influenced to breast cancer. According to the 
American Cancer Society, the number of new breast cancer 
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cases in women will reach 276,480 in 2020, accounting for 
around 30% of new cancer cases (Siegel 2020; Sridevi 
2019). Furthermore, statistics report that new incidences 
of breast cancer have increased at a rate of roughly 0.3 
percent each year since 2004, posing a major threat to 
women’s lives and health.^#^#^#^#

Breast cancer is one of the main causes of mortality for 
women worldwide (Bray et al 2011; Gao et al. 2002; Munir 
et al. 2019; Cancer facts and figures 2019). It happens as a 
result of unregulated breast cell proliferation. These cells 
are generally found in clusters. Different imaging meth-
ods can detect malignancies in the breast area. Masses 
and calcifications in the breast can be signs of breast can-
cer (Dheeba 2015). Masses can be classified as benign or 
malignant masses based on their shape. It are possible for a 
mass to be benign or cancerous. The shapes of benign and 
malignant tumours differ, with benign tumours having a 
round or oval shape and malignant tumours having a some-
what rounded shape with an uneven contour. Furthermore, 
the cancerous mass will seem whiter than the surrounding 
tissue. (Tang et al. 2009).

Digital mammography is a common breast cancer diag-
nostic method used all over the world. Computer-aided 
diagnosis (CAD) is deployed to accurately diagnose a vari-
ety of ailments. It aids medical experts in analyzing and 
determining the phases of various diseases (Zhang et al. 
2020a, b). In general, deep learning CAD systems concen-
trate on CNNs, that are the most used models for medi-
cal image analysis and identifying cancer accurately (Xu 
2015; Swiderski 2016). In CNNs, the feature extraction 
may be automated, which is an essential representation of 
the network, reducing human involvement.

A screening mammogram is normally performed by 
scanning the two views of the breast: the medio-lateral 
oblique (MLO) projection and the cranio-caudal (CC) pro-
jection. The MLO projection shows the breast at an angle 
of 45-degrees. The CC projection exposes the breast from 
the top down. The diagnostic method includes both views.

The process of fusing two or more objects into a sin-
gle entity is known as fusion. Multisource information 
fusion, in particular, strives to generate precise and com-
prehensive unified estimations of complex circumstances. 
By efficiently aggregating key evidence among the huge, 
diversified, and often contradictory information gathered 
from many comparable or dissimilar sources, the estimates 
could be more accurate in general (Amira Jouirou et al. 
2019).

Researchers have identified uses for deep learning-based 
CAD systems, such as lung cancer (Kumar et al. 2015; Hua 
et al. 2015), breast cancer (Wang et al. 2016), and Alzhei-
mer’s disease (Suk and Shen 2013; Liu et al. 2014; Suk et al. 
2014). In terms of detection and classification, they showed 
the best results. Breast cancer has been identified, detected, 

diagnosed, and its risk assessed using deep learning (Kallen-
berg et al. 2016; Cheng et al. 2016).

The goal of this study is to develop a deep learning 
based system that integrates CNN and LASSO regression 
to diagnose breast cancer from mammography pictures 
automatically. The proposed framework is based on two-
view based feature extraction that is evaluated on DDSM 
mammogram images. The proposed system comprises 
five important phases of the CAD system: preprocessing, 
data augmentation, feature extraction, feature fusion, and 
classification. Preprocessing is used to improve the qual-
ity and remove pectoral muscle of the mammogram image. 
In order to improve model generalization and training set, 
augmentation approaches have been applied to images. One 
of the key stages in image processing is feature extraction, 
which greatly improves the classification rate. The efficiency 
of the classification and CAD systems is improved by the 
extraction of relevant features from the mammogram image 
in an efficient manner. Here, deep CNN is used separately 
for MLO and CC views of same breast for feature extrac-
tion. Next the combining of all features extracted from the 
two views was performed using the feature fusion strat-
egy. LASSO regression is depicted for feature fusion. The 
fused features were given into the fully connected layer of 
CNN to classify the MLO and CC views of mammogram 
images as malignant and benign. In our experiment, the 
publically available dataset CBIS-DDSM was employed. In 
this system, a dataset of 3362 breast images was employed, 
including 974 mammography cancer images. To test the 
performance of the suggested system, thorough experimen-
tal research is presented in respect of accuracy, sensitivity, 
specificity, F1-score, and receiver operating characteristic 
(ROC) curve. The performance of the proposed combined 
deep CNN and LASSO regression system was calculated 
with the following parameters: accuracy, specificity, sensi-
tivity, ROC curve, and F1 Score.

2 � Related works

There have been various methods developed to address 
mammogram cancer classification problems, which has two 
categories: traditional methods and deep learning methods. 
Wu et al. (2019) developed deep convolutional neural net-
work trained and tested on over 200,000 examinations The 
strategy employed in this paper is to generate heatmaps as 
adding extra input channel to the breast-level classifier. This 
model is capable of learning both local and macroscopic 
properties such as breast symmetry. When evaluated on the 
screening population, their network gets an AUC of 0.895 
in prediction.

Lai (2018) presented amodel that integrates a deep CNN 
with certain classical features, called the Coding Network 
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with Multilayer Perceptron. They tested the method on 
medical imaging datasets, HIS2828 and ISIC2017. They 
achieved 90.2% overall classification accuracy, which is 
greater than the recent approaches.

Nasir Khan et al. (2019a, b) offered a Multi-View Fea-
ture Fusion based CADx system for mammography clas-
sification. This system outperformed the single view-based 
approach. They gained an AUC of 0.84 for malignant and 
benign cancers. Saleem et al. (2020) provided a cheat sheet 
with the data augmentation to the proposed CNN. Before 
handing the mammography to CNN, the cheat sheet recog-
nizes artificial patterns easily. The results showed an accu-
racy of 92.1, a sensitivity of 91.4, and a specificity of 96.8.

Sun et al. (2019) developed an architecture based on 
CNN that incorporates two subnetworks of MLO and CC 
view of mammogram images to extract features. They also 
included a dilated convolution layer to boost the diversity 
of breast mass by expanding the respective fields. They 
achieved an accuracy of 0.8156, which is 1.38% higher 
than that of the Multi view Convolution Neural Network.

Abdullah-Al Nahid et al. (2018) categorized a series of 
mammography images using novel deep neural network 
techniques. They used combined CNN and Long Short 
Term Memory for classification of mammogram cancer 
and SVM for decision-making purposes. They gained 91% 
accuracy and a 91% precision value.

Sridevi et  al. (2020) utilized the adaptive K means 
clustering method to segment the two views of a 
mammogram image. In the feature extraction stage, the 
features of CC and MLO views are extracted using a mix 
of k-means clustering and the Gabor filter. Finally, the 
Knn classifier is used to classify the mammography image. 
The AUC for MLO-N cases using KCM-GF features was 
95.24, while the AUC for GLCM features was 90.01.

Taha Muthar et  al. (2021) focused on the ADASYN 
(Adaptive Synthetic Sampling) algorithm to eliminate the 
uneven data problem and also lower the error rate. Then the 
feed forward network is employed for data classification. 
The proposed technique demonstrated its robustness with 
an increasing accuracy of 99.1%.

3 � Methodology

Our aim is to design an automatic mammogram cancer 
classification algorithm that is based on two views of the 
mammography image. We propose the benign/malignant 
decision task in a three step approach. In first step, distinct 
CNN architectures are involved to the CC and MLO views 
to extract the relevant features. In the second step, the fused 
features are determined by concatenating the feature vectors 
of both the views. In the third step, the classifier is resolved 
to make a final decision of cancer. The overall system archi-
tecture for the detection and classification of mammogram 
images is depicted in Fig. 1.

Raw MLO and CC View mammography images were 
first run through a preprocessing that included normalization 
in order to increase image quality by deleting the pectoral 
muscle region. The preprocessed data was then augmented 
using affine transformation techniques which include 
different operations such as flipping, rotation, or translations, 
to raise the number of training data. Then, the augmented 
data was portioned into a training set and a testing set. 
Then the training data set is given for feature extraction, 
which includes the convolutional and pooling layers of 
CNN. The extracted features are concatenated using feature 
fusion, which includes LASSO regression to reduce the 
discriminative feature and redundancy. The output of 
fusion was fed into a fully connected layer with a softmax 

Fig. 1   Overall system architecture of proposed framework
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activation function for the classification of mammogram 
images. There are 23 layers in the network, including ten 
convolutional layers with a kernel, ten max pooling layers, 
one LASSO regression layer, and one FC layer with the 
softmax activation function.

The proposed architecture of CNN-LASSO model devel-
opment is depicted in Fig. 2. We employed CNN training for 
each mammographic view to discover masses in the image. 
In order to detect matching pairings of masses on the CC 
and MLO perspectives, the results of two CNNs are fused. 
Each CNN is divided into five sections, each of which has 
one convolution layer followed by a maxpooling layer. The 
convolutional layer is frequently referred to as a filter or a 
kernel that is convolved with the input as a set of weights. 
The filtering is carried out on a region-by-region basis. The 
activation function of the Rectified linear unit (ReLU) is 
applied to the convolution layer to incorporate nonlineari-
ties into the model via the resulting output map. The pool-
ing layer separates the input image patch into a series of 
rectangles that do not overlap. Through the pooling layer, 
the number of parameters and the quantity of processing in 
the network can be minimized, allowing over-learning to be 
controlled.

The dataset is divided into training and validation sets 
for CNN training. The validation set is used to measure 
how well the trained CNN performs after each epoch, 
whereas the training set is used to train the network and 

update its weights. The number of times the algorithm 
analyses the complete dataset is referred to as an epoch. 
There were 150 epochs in the training procedure. We 
adjusted the initial learning rate to 0.0001 based on train-
ing performance.

The size of the RGB image of the input layer of the CNN 
architecture is 256 × 256 × 1. The first convolutional layer’s 
input dimension is 256 × 256 × 1. In this case, each block 
consists of one convolutional layer with 16 channels and 
the same padding, followed by a 3 × 3 maxpooling layer 
with a stride 2 × 2. The outputted feature map from the 
last maxpooling layer is 8 × 8 × 256 pixels after the stack 
of convolutional and maxpooling layers. The flatten layer 
was added to create a 1 × 16,384 feature vector from each 
view of the image. After the fifth block of CNN training, 
we add a feature fusion layer to create our modified 
model, CNN-LASSO. A feature fusion layer was added 
to create a 1 25,088 feature vector. In this framework, 
the L1 regularization method with the penalty of loss 
function is used. The output of a feature fusion layer is a 
1 × 16,384 feature vector. The fully connected layer (FC) 
is the final layer of CNN-LASSO. It’s commonly referred 
to as a decision layer. The classification vector acquired 
from FC is normalized using a softmax activation function 
at the end. For each of the three classes, the FC Layer 
outputs three channels. The normal output category is 0, 
the benign output category is 1, and the malignant output 
category is 2.

Fig. 2   Architecture of CNN-LASSO model development
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3.1 � Preprocessing

Preprocessing operations are needed, which include normal-
ization to improve the quality of the image by removing the 
pectoral muscle region from the image. Compared to other 
neural networks, CNN requires much fewer preprocessing 
operations. The collected input image is converted into a 
grey scale image and applied with a spatial linear filtering 
algorithm for the removal of noise from the mammogram 
image. Linear spatial filters allow enhancing images and 
removing noise from them in a variety of ways. The filters 
include Mean and Gaussian for smoothing, gradient opera-
tors such as sobel, prewitt and canny filters for edge detec-
tion and basic highpass spatial filter and laplacian filter for 
sharpening. The contrast enhancement approach is then used 
on the denoised image, which is then input into histogram 
equalization and the sobel edge mask. This process is called 
gradient magnitude. Finally, a morphological operation is 
performed on the gradient magnitude image to remove the 
pectral muscle from the mammogram image. The visualiza-
tion of preprocessed image is depicted in Fig. 3.

3.2 � Data augmentation

Increasing the amount of data used to train deep learning 
neural network models may result in more skillful models, 
and augmentation techniques can allow the fitted models 
to generalize their learning to new images by creating vari-
ations of the images. In order to improve model generali-
zation and raise the number of training sets, augmentation 

approaches have been applied to images. Here, affine image 
transformations, that are rotation, flipping, or transitions, are 
followed in the augmentation of the data set. The primary 
parameters validated for image augmentation were random 
horizontal and vertical flips with a range of 0.2, random 
rotation of0-360degrees, zoom with a 0.2 ranges, and transi-
tion of 0.2.

3.3 � Feature extraction

Feature extraction can be performed separately for MLO and 
CC views of same breast. By collecting high-level features 
from the mammography picture, a convolutional layer con-
stricts the given input image and makes feature maps cor-
responding to each feature detector. Many factors influence 
each convolutional layer, including the input size, kernel 
size, padding, and stride.

In each view of the mammography image, a stack of five 
convolutional layers and five pooling layers is used to extract 
features. The size of the input picture supplied to the CNN 
was set to 256 × 256. The ReLU function activates the con-
volutional layer with a size of 3 × 3 kernels, which is used for 
feature extraction. The convolution operation is expressed 
in Eq. (1).

where Wk.l means the kth kernel and bk,l means the bias of 
kth layer.

For each feature map, a rectified linear unit (ReLU) is 
applied to get nonlinearity in the feature maps. ReLU esti-
mates activation by retaining the threshold input at zero. It 
can be stated numerically as Eq. (2).

It returns the input if it is positive, otherwise it returns 
zero. It is easier to train and achieve good performance.

A max-pooling layer is coupled to the output of the first 
convolution layer. For down sampling the dimensions of an 
input image, the max-pooling layer with a size of 2 × 2 ker-
nel is used. Each layer has a set stride size of 1 pixel. In this 
feature extraction, the same convolutional block was used 
for each view separately.

3.4 � Feature fusion

The next step is the merging of numerous characteristics 
retrieved from the MLO and CC perspectives of the mam-
mography image. We integrated all the feature vectors 
from two mammography scans into a single vector in this 
fusion procedure, which was then used for final classifi-
cation. This technique strengthens overall efficiency and 

(1)Convk(i,j) =
∑

x,y

Wk.l(p, s).inputi(i − p, j − s) + bk,l

(2)f (x) = maximum(0, x)

Fig. 3   Preprocessing output
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model interpretability by achieving finer precision and 
diagnostic accuracy.

The LASSO regression module fuses the features from 
two-view mammograms with the benefit of shrinking. 
Data points are shrunk to the absolute mean in shrink-
ing. The number of features accessible is reduced using 
Lasso regression. The L1 regularization method with the 
penalty of loss function is performed in this framework. 
The Eq. (3) shows that the penalty loss with the feature 
set absolute value.

In the equation, � represents the tuning factor which con-
trols the penalty strength. The following are the standard 
outcomes of.

•	 If � = 0 , then similar features are chosen from the feature 
set

•	 If � = ∞ , then no features are selected, set zero to all 
coefficients.

•	 If 0 < 𝛽 < ∞ , then the features are reduced between 0 
and m where m is the coefficient of linear regression.

3.5 � Mammogram classification based on CNN

The architecture sorts across a fully connected layer accom-
panied by a ReLu function where all the features are flat-
tened and then connected to the softmax classifier. Then the 
end layer is mathematically expressed in Eq. (4).

Softmax classifiers provide the probabilities for each class 
label. Probabilities are considerably easier to interpret. The 
cross-entropy loss is used by the softmax classifier, which 
is a binary variant of Logistic Regression. It converts an 
input into a vector of positive values based on a probability 
distribution with a total sum of one. The output values are 
between 0 and 1. The dropout ratio is 15%.

In this case, the loss function should minimize the proper 
class’s negative log likelihood. It’s the proportion of the 
input parameters exponential to the sum of all the inputs’ 
exponential parameters. The mathematical representation of 
the loss function for a single data point is given in Eq. (5).

The average is then used to calculate the cross-entropy 
loss for a whole input and is given in Eq. (6).

(3)�LASSO = min

n∑

i=1

(
xi − x

)2
+ �

k∑

j=0

|||�j
|||

(4) end
k =

end−1
∑

j=1
wend
k,j  end−1

g + Lend−1k

(5)Li = −log
(
e
syi |

∑
j
esj
)

4 � Experimental results and discussion

4.1 � Dataset collection and description

In this experiment, we used the CBIS-DDSM dataset (Shin 
et al. 2016) which contains biopsy-proven annotated mam-
mograms. The collection contains scanned mammography 
pictures of bilateral breasts from the cranio-caudal (CC) and 
medio-lateral (MLO) viewpoints.

From the database, we retrieved 1418 normal mammo-
grams, 852 benign mammograms, and 897 malignant mam-
mograms based on radiologists’ diagnoses. There are two 
mammograms from the CC and MLO views in each of these 
breasts, for a total of 6334 mammograms from 3167 breasts. 
We divide the data into two sets: training and testing. 1240 
normal mammograms and 1507 abnormal mammograms 
(738 benign and 769 malignant) are included in the training. 
In the testing, there were 178 normal mammograms and 242 
abnormal mammograms (114 benign and 128 malignant). 
Table 1 shows the partitioning specification of the dataset. 
The visualization of mammogram images of normal, benign, 
and malignant classes is shown in Fig. 4.

4.2 � Experimental setup

MATLAB is utilized to create the model in this study. The 
tests were also performed on an NVIDIA GTX 1050 Ti 
GPU. The combined CNN-LASSO architecture is summa-
rized in Table 2. As shown in Table 2, the proposed network 
has 23 layers: 10 combined convolutional and pooling layers 
for each view of mammogram, one feature fusion layer, one 
fully connected layer, and one softmax classifier. There were 
150 epochs in the training procedure. We adjusted the initial 
learning rate to 0.0001 based on previous experience.

4.3 � Performance evaluation metrics

The proposed system’s performance is measured using the 
following metrics: TP (True Positive) signifies accurately 
classified the malignant mammogram, FP (False Positive) 

(6)L =
1

N

∑N

i=1
Li

Table 1   The partitioning specification of dataset

Data/type Normal Benign Malignant Total

Train 1240 738 769 2747
Test 205 205 205 615
Total 1445 943 974 3362
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signifies the normal or benign mammograms misclassified 
as malignant, TN (True Negative) signifies truly classified 
normal or benign mammograms, and FN (False Negative) 
signifies the malignant misclassified as normal or benign 
mammograms.

4.4 � Experimental results

In all experiments, we used the CBIS-DDSM dataset (Shin 
et al. 2016) which contains biopsy-proven annotated mam-
mograms. The collection contains scanned mammography 
pictures of bilateral breasts from the cranio-caudal (CC) and 
medio-lateral (MLO) viewpoints. We retrieved 1418 normal 
mammograms, 852 benign mammograms, and 897 malig-
nant mammograms from the database based on radiologists’ 
diagnoses (see Table 1).

Experiment #1: The benign/malignant mammogram deci-
sion is performed in a three step approach. In the first step 
distinct CNN architectures are involved in the CC and MLO 
views to extract the relevant features. In the second step, the 
fused features are determined by concatenating the feature 
vectors of both the views. The extracted features are concat-
enated using feature fusion, which includes LASSO regres-
sion to reduce the discriminative feature and redundancy. In 
the third step, the classifier is resolved to make a final deci-
sion on cancer. Figure 5b represents the confusion matrix of 

Accuracy = (TP + TN)∕(TN + TP + TP + FN)

Sentitivity = TP∕(TP + FN)

Specificity = TN∕(TN + FP)

F1∕; Score = (2 ∗ TP)∕(2 ∗ TP + FP + FN)

Fig. 4   Shows sample images of normal, benign and malignant cases respectively

Table 2   Details of combined CNN-LASSO architecture

Layer type Input size Kernel size Stride Output size

Convolu-
tion1(1)

256 × 256 × 1 3 × 3 × 16 1 256 × 256 × 16

Convolu-
tion1(2)

256 × 256 × 1 3 × 3 × 16 1 256 × 256 × 16

Pooling1 (1) 256 × 256 × 16 2 × 2 2 128 × 128 × 16

Pooling1(2) 256 × 256 × 16 2 × 2 2 128 × 128 × 16

Convolu-
tion2(1)

128 × 128 × 16 3 × 3 × 32 1 128 × 128 × 32

Convolu-
tion2(2)

128 × 128 × 16 3 × 3 × 32 1 128 × 128 × 32

Pooling2(1) 128 × 128 × 32 2 × 2 2 64 × 64 × 32

Pooling2(2) 128 × 128 × 32 2 × 2 2 64 × 64 × 32

Convolu-
tion3(1)

64 × 64 × 32 3 × 3 × 64 1 64 × 64 × 64

Convolu-
tion3(3)

64 × 64 × 32 3 × 3 × 64 1 64 × 64 × 64

Pooling3(1) 64 × 64 × 64 2 × 2 2 32 × 32 × 64

Pooling3(2) 64 × 64 × 64 2 × 2 2 32 × 32 × 64

Convolu-
tion4(1)

32 × 32 × 64 3 × 3 × 128 1 32 × 32 × 128

Convolu-
tion4(2)

32 × 32 × 64 3 × 3 × 128 1 32 × 32 × 128

Pooling4(1) 32 × 32 × 128 2 × 2 2 16 × 16 × 128

Pooling4(2) 32 × 32 × 128 2 × 2 2 16 × 16 × 128

Convolu-
tion5(1)

16 × 16 × 128 3 × 3 × 256 1 16 × 16 × 256

Convolu-
tion5(2)

16 × 16 × 128 3 × 3 × 256 1 16 × 16 × 256

Pooling5(1) 16 × 16 × 256 2 × 2 2 8 × 8 × 256

Pooling5(2) 16 × 16 × 256 2 × 2 2 8 × 8 × 256

Lasso fusion 
layer

8 × 8 × 256 – – 8 × 8 × 256

FC layer 16,384 64 – –
Softmax clas-

sifier
64 3 – –
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combined CNN-LASSO regression for the classification of 
mammogram cancer.

Experiment #2: It comprises three important phases of 
the CAD system: feature extraction, feature fusion of two 
view features, and mammogram classification. Two-view 
multi set of features are extracted using convolutional and 
pooling layers, which greatly increase the classification 
rate. Then multiple view features are concatenated with-
out feature fusion. Finally, the flattened features are input 

into the fully connected layer and the sofmax classifier 
for classification of mammograms into normal, benign, 
and malignant cases. Figure 5a represents the confusion 
matrix of CNN without feature fusion for the classification 
of mammogram cancer.

For result analysis, we put up a set of comparative studies 
of two experiments to prove the efficiency. The confusion 
matrix of CNN without feature fusion and combined CNN-
Lasso regression feature fusion for the classification of mam-
mogram cancer is shown in Fig. 5. The CNN architecture 
misclassified 16 of the 615 images, including four for malig-
nant cases. Meanwhile, the suggested CNN-Lasso regression 
architecture misclassified only eight images, including two 
for malignant cases. As a result, the suggested method is 
capable of accurately classifying malignant situations.

The suggested CNN-LASSO Regression feature fusion 
algorithm’s performance is compared to that of the CNN 
architecture without feature fusion in Table 3. For the malig-
nant cases, the CNN network obtained 97.4% accuracy, 97.1% 
specificity, 98.0% sensitivity, and 96.2% F1-score. It achieved 
97.8% accuracy, 99.3% specificity, 94.1 percent sensitivity, 
and 96% F1-score of the benign classification. It achieved 
99.7% accuracy, 99.8% specificity, 99.8 F1-Score and 100% 
sensitivity of normal classification. Furthermore, the proposed 
CNN-LASSO regression architecture classified the malignant 
cases with 98.9% accuracy, 99% sensitivity, 98.8% specificity, 
and 98.4% F1-score. For the benign classification, it achieved 
98.9% accuracy, 99% sensitivity, 99.8% specificity, and 98.8% 
F1-score. It attained 99.8% accuracy, 100% sensitivity, 99.5% 
specificity, and 99.5% F1-score of normal classification. As a 
result, the suggested method is capable of accurately classify-
ing malignant situations.

The ROC curves between the true positive rate (TPR) 
and the false positive rate (FPR) are additionally incor-

porated to assess the overall performance in Fig. 6. The 
area under ROC curve (AUC) for the CNN without fea-
ture fusion and CNN-LASSO Regression feature fusion 
architectures, respectively, was calculated to be 98.3% and 
99.8%, indicating that the suggested network outperformed 
the CNN architecture.

The results show that combining CNN and LASSO 
regression has a considerable influence on the detection of 

Fig. 5   Confusion Matrix of the mammogram classification a com-
bined CNN-LASSO b CNN

Table 3   CNN and CNN-
LASSO Regression 
performance comparison

Class CNN-LASSO (with Feature Fusion) CNN (without Feature fusion)

Normal (%) Benign (%) Malignant (%) Normal (%) Benign (%) Malignant (%)

Accuracy 99.7 98.9 98.9 97.9 97.9 97.4
Specificity 99.5 99.8 98.8 97.8 99.3 97.1
Sensitivity 100 97.1 99 100 94.1 98
F1 Score 99.5 98.3 98.3 97.8 96 96.2
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mammogram cancer using automatic feature extraction from 
mammogram images. With the proposed approach, malignant 
cases may be distinguished from benign and normal cases with 
good accuracy.

4.5 � Comparison with state‑of‑the‑art mammogram 
classification

In this study, we developed a deep learning based system 
that integrates CNN and LASSO regression to diagnose 
breast cancer from mammography pictures automatically. 
To demonstrate the advancement of our proposed strategy, 
we compare it to a deep learning-based system for clas-
sifying mammograms published in recent years. Table 4 
compares our results with those of other deep learning-
based methods based on the classification of multiview 
mammograms.

Hua Li et al. (2020) used gate recurrent unit (GRU) 
structures of RNN to fuse the features of the two images 
based on the spatial correlation between different views. 
To extract breast-mass properties of mammograms from 
cranio-caudal (CC) and medio-lateral oblique (MLO) 
views, the model is made up of two branch networks and 
two modified ResNet.

Zhang et al. (2020a, b) employed two CNN branches to 
extract mammography characteristics from two different 
MLO and CC views. They focused on the development of 
a multi-scale convolution module and an attention module 
which can be used to extract features from different views 
of mammograms. The multi-scale convolution module 
allows the network to extract visual information at vari-
ous scales, and the attention module can assist the model 
in focusing on useful information selectively.

Hua Li et al. (2019) developed a DenseNet-II model 
for classifying whole mammograms as benign or malig-
nant by adding an Inception structure after the DenseNet 
model to extract multi-scale signals. The creation of a 
new DenseNet-II neural network model keeps the network 
structure sparse. It also prevents overfitting of the model 
and boosts computer performance.

Nasir Khan et  al. (2019a, b) devised a model that 
merges the features from four views of a mammogram 
of each patient and significantly improves classification 
performance. Early fusion is applied, which is the process 
of concatenating multiple feature vectors into a single fea-
ture vector.

Fig. 6   ROC plotting for normal, benign and malignant classification 
a CNN b CNN-LASSO regression

Table 4   Comparison with 
state-of-the-art mammogram 
classification

Method Data set Accuracy (%) Sensitivity (%) AUC (%)

Hua Li et al. (2020) DDSM 94.7 94.1 96.8
Zhang et al. (2020b) DDSM 95.24 96.11 95.03
Li et al. (2019) DDSM 94.55 95.6 91.2
Khan et al. (2019b) CBIS-DDSM 77.66 81.82 76.9
Our Proposed CBIS – DDSM 99.2 99.4 99.8
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According to Table 4, our proposed model’s effective-
ness was improved. Our model outperforms the methods 
outlined above, with an accuracy of 99.2%, sensitivity of 
99.4% and an AUC of 99.8%. Our suggested approach is 
able to obtain an outcome that is superior to recent state-
of-the-art studies by performing LASSO regression feature 
fusion. This achievement proves the potential of CNN-
LASSO in classifying breast cancer from mammograms 
with the highest accuracy.

5 � Conclusion

In this research, we primarily concentrated on the classifica-
tion of mammogram cancer and proposed a novel feature, 
named “multi view CNN-LASSO regression,” for identify-
ing breast cancer. We discussed the performance of multi 
view CNN and multi view CNN with feature fusion. We 
conducted experiments with two views of the data, and the 
results show that feature fusion helped us achieve the highest 
testing accuracy rate. Furthermore, the comparison analysis 
reveals that the suggested model achieves better classifica-
tion accuracy while also reducing the computing complex-
ity of the system. In the future, we can explore the way to 
achieve the most efficient feature subset choice to spice up 
the performance further through utilizing some optimization 
procedures and also examine the effect of different sources 
for the enhancement of the proposed system.
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