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ABSTRACT
This study is concerned with the existence and exponential sta-
bility of solutions of non-autonomous neutral stochastic integro-
differential equations with delay; the linear part of this equation is
dependent on time and generates a linear evolution system. The
obtained results are applied to some neutral stochastic integro-
differential equations. These kinds of equations arise in systems
related to couple oscillators in a noisy environment or in viscoelastic
materials under random or stochastic influences. Finally, we provide
an example to illustrate the results.
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1. Introduction

In recent years, existence, uniqueness, stability, invariant measures, and other quantita-
tive and qualitative properties of solutions to stochastic partial differential equations have
been extensively investigated by many authors. It is well known that these topics have been
developed mainly by using two different methods, that is,

(i) The semigroup approach [10,11]
(ii) The variational method [31].

On the other hand, although stochastic partial differential equations with finite delays
also seem very important as stochastic models of biological, chemical, physical and eco-
nomical systems, the corresponding properties of these systems have not been studied in
great details [2,6,17]. As amatter of fact, there exist extensive literature on the related topics
for deterministic partial functional differential equations with finite delays ( for example,
see [41]. We would also like to mention that some similar topics to the above for stochatic
ordinary functional differential equations with finite delays have already been investigated
by various authors [2,6,27] In [39] Taniguchi et al. examined the asymptotic behaviour and
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2 P. A. THIAM ET AL.

existence of solutions for the stochastic functional differential equation presented below:{
du (t) = [−A(t)u (t)+ σ (t, ut)] dt + h (t, ut) dB (t) , t ∈ J = [0,T],
u0 = ϕ ∈ Lp(�, Cα),

(1)

by using analytic semigroups approach and fractional power operator arguments. Bala-
subramaniam et al. [5] presented the exponential stability of nonlinear fractional order
stochastic system with Poisson jumps is studied in finite dimensional space. In this work
as well as other related literature like [10,11,27,28], the linear part of the discussed equation
is an operator independent of time t and generates a strongly continuous one parameter
semigroup or analytic semigroup so that the semigroup approach can be employed. How-
ever, when treating some parabolic evolution equations, due to the frequent occurrence of
such operators related to time t in applications, the partial differential operators depend
on time t; for the details, please see [1,16,18,30,42]. Fu in [21] established the results on
existence and exponential stability of solutions for a semilinear non-autonomous neutral
stochastic evolution equation with finite delay:⎧⎪⎨

⎪⎩
d

[
u (t)− g (t, ut)

] = [−A(t) [u (t)− g (t, ut)
] + σ (t, ut)

]
dt

+h (t, ut) dB (t) , t ∈ J = [0,T],
u0 = ϕ ∈ Lp(�, Cα),

(2)

whereA(t) generates a linear evolution operator {U(t, s) : 0 ≤ s ≤ t} on a separableHilbert
space X with inner product 〈·, ·〉X and ‖ · ‖X. g, σ and h are given functions.Studying the
non-autonomous evolution equation, in which the differential operators of the significant
component depend on time t, is hence a matter of significance.

The concept of exponential stability plays a crucial role in the dynamical system and its
convergence rate is faster than the asymptotic stability. Further, the existence and unique-
ness of solutions for stochastic system with Poisson jumps [8], exponential stability for
stochastic partial differential equation [34], existence and stability results for second-order
stochastic system with fractional Brownian motion [13], existence, uniqueness of mild
solution and stability results for second-order stochastic system with delay and Poisson
jumps [35] have emerged in the literature.

Integro-differential equations are ubiquitous in various scientific fields, such as mod-
elling the expansion of a parasite population, Lotka-Volterra predator-prey systems, and
reaction-diffusion models with memory. On the other hand, the theory of integrod-
ifferential equations with resolvent operators has been the subject of much research
because it describes various occurrences that occur in the ordinary world. For exam-
ple, see [2,6,12,17,19] and the references therein. In the past few years, several authors
have researched the existence of solutions to functional integro-differential equations in
infinite-dimensional spaces and the qualitative characteristics of those solutions. We refer
the reader to [4,23,26,32,34]. It is critical to conduct a stability study to determine whether
the available solution significantly differs from the desired behaviour.Onewell-built type of
stability is exponential stability. Because it is resistant to disturbances, exponential stability
convergence has emerged as a significant application in its entirety. The topic of expo-
nential stability has been the focus of a number of studies that are particularly significant
[7,24,29,36,40].
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However, it should be further emphasized that the existence and exponential stability of
solutions of non-autonomous neutral stochastic integro-differential equations with delay
is yet to be elaborated, compared to that of ordinary differential system. In this regard, it is
necessary and important to study the exponential stability of nonlinear stochastic integro-
differential system with delay. To the best of authors knowledge, only a few steps are taken
to use the fixed point theorems to investigate the stability of stochastic integro-differential
system. There is no work reported in the literature to study the problem of existence and
exponential stability of solutions of non-autonomous neutral stochastic integro-differential
equations with delay. In order to fill up this gap, in this paper, we study the following non-
autonomous neutral stochastic integro-differential equations :⎧⎪⎪⎨
⎪⎪⎩
d

[
u (t)− g (t, ut)

] = [
A(t)

[
u (t)− g (t, ut)

]
+ ∫ t

0 �(t, s)
[
u (s)− g (s, us)

]
ds + σ (t, ut)

]
dt + h (t, ut) dB (t) , t ∈ J = [0,T],

u0 = ϕ ∈ Lp(�, C),
(3)

where {A(t) : t ∈ R
+} and {�(t, s) : 0 ≤ s ≤ t, t ∈ R

+} are families of closed unbounded
linear operators onXwith a fixed domainD(A). The state u(·) takes values in the real sep-
arable Hilbert space X, and the history ut is defined in the usual way by ut(θ) = u(t + θ)

for θ ∈ [−b, 0] and belongs to an abstract space C that will be specified later. In addition
to this, B(t) is a V-valued Wiener process with a finite trace nuclear covariance operator
Q > 0, where V is another separable Hilbert space. The functions g, σ and h are appro-
priate functions that will be described later. However, it occurs very often that the linear
part of (1) is dependent on time t. Indeed, a lot of stochastic partial functional differential
equations can be rewritten to semilinear non-autonomous equations having the formof (1)
with A = A(t). There exists much work on existence, asymptotic behaviour, and control-
lability for deterministic non-autonomous partial (functional) differential equations with
finite or infinite delays. But little is known to us for non-autonomous stochastic differen-
tial equations in abstract space, especially for the case that A(t) is a family of unbounded
operators.

Remark 1.1: Our purpose in the present paper is to obtain results concerning existence,
uniqueness, and stability of the solutions of the non-autonomous stochastic integro-
differential Equation (3). A motivation example for this class of equation is the following
non-autonomous boundary problem:

d [Z(t, x)− bZ(t − r, x)] =
[
a(t, x)

∂2

∂2
[Z(t, x)− bZ(t − r, x)] + f (t,Z(t + r1(t), x))

]
dt

+ g(t,Z(t + r1(t), x))dβ(t),

Z(t, 0) = Z(t,π) = 0, t ≥ 0,

Z(θ , x) = φ(x), θ ∈ [−r, 0], 0 ≤ x ≤ π . (4)

these problems arise in systems related to couple oscillators in a noisy environment or in
viscoelastic materials under random or stochastic influences. Therefore, it is meaningful to
deal with (3) to acquire some results applicable to problem (4). As is common knowledge,
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the non-autonomous evolution equations are far more challenging to solve than those of
autonomous evolution. Our approach here is inspired by the work in paper [15,22].

The original contributions of this paper are stated as follows:

(i) Existence and exponential stability in pth moment of non-autonomous stochastic
integro-differential equations is investigated.

(ii) We introduce a relation between the resolvent operator, generated by the linear part
of (3), and the evolution family generated by the families operator A(t).

(iii) This relation enables us to find conditions that guarantee the existence of mild
solutions of Equation (3) without any assumptions on the compactness of g, σ , h.

(iv) We establish our results using the theory of resolvent operator in the sense of Grim-
mer. We use the fact that the norm-continuity of the resolvent operator yields from
the evolution family. Our study may be considered an extension and advancement
of the relevant works cited earlier.

The following is the overall organization of this paper. In Section 2, we provide a brief
overview of some fundamental notions and preliminary results, useful for the proof of
our results. In Section 3, we are concerned with the existence of mild solutions for the
system (3). In Section 4, we are interested with the exponential stability in the pthmoment.
Finally, Section 5 provides an illustration of the theory through the use of an example.

2. Preliminaries

This section provides a quick overview of certain fundamental ideas, concepts, and lemmas
that are required for the remainder of this article.

2.1. Thewiener process

Throughout this work, X and V are two real separable Hilbert spaces; we will identify by
〈·, ·〉X, 〈·, ·〉V their inner products and by ‖ · ‖X, ‖ · ‖V their associated norms, respectively.
Let L(V,X) be the space of all bounded linear operators from V into X endowed with
the norm ‖ · ‖L(V,X). Whenever X = V, we indicate it with L(X). To keep things simple,
we refer the norms of V and X with the same symbol ‖ · ‖ when there is no possibility
of confusion. Further, let � := (�,F , {Ft}t≥0,P) be a complete probability space with a
normal filtration {Ft}t≥0 fulfilling the standard requirements (i.e it is a right continuous
increasing family and F0 contains all P-null sets).

Assume that B(t) is a given V-valued Wiener process with a finite trace nuclear covari-
ance operator Q > 0. Let αk(t), k = 1, 2, . . . , be a sequence of real-valued one dimen-
sional standard Brownian motion mutually independent over (�,F , {Ft}t≥0,P). One can
construct B(t) as follows

B (t) =
+∞∑
k=1

√
ρkαk (t) ek, t ≥ 0,

where ρk ≥ 0, k = 1, 2, . . . , are nonnegative real numbers, and {ek}, (k = 1, 2, . . . , ) is a
complete orthonormal basis inV. LetQ ∈ L(V) be an operator defined byQek = ρkekwith
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finite trace trQ = ∑+∞
k=1 ρk < ∞. Thus, the above V-valued stochastic process is referred

to as a Q-Wiener process.

Definition 2.1: Let μ ∈ L(V,X) and define

‖μ‖2L0
2
:= tr

(
μQμ∗) =

+∞∑
k=1

∥∥√
ρkμek

∥∥2 .
If ‖μ‖2L0

2
< ∞, thenμ is called a Q-Hilbert-Schmidt operator, and letL0

2(V,X) denote the
space of all Q-Hilbert-Schmidt operators μ : mathbbV → X.

The following important result will be helpful throughout the paper.

Lemma 2.2 ([10, Lemma 7.2]): For any p ≥ 2 and for arbitrary L0
2-valued predicable

process ψ(t), t ∈ [0,T], we have the following inequality

E

(
sup
�∈[0,t]

∥∥∥∥
∫ �

0
ψ (r) dB (r)

∥∥∥∥
p)

≤ νpE

(∫ t

0
‖ψ (�)‖2L0

2
d�

)p/2

,

for some constant νp > 0.

2.2. Resolvent operators

The resolvent operator is a valuable tool in the study of the existence of solutions and gives
a variation of constants formula for nonlinear systems. In this subsection, we recall some
tools and facts that play an important role in the existence of the resolvent operators. For
more details, we refer to [25]. LetZ1 andZ2 be Banach spaces. ThenL(Z1) andL(Z1,Z2)

denote respectively the space of bounded linear operators onZ1 and the space of bounded
linear operators from Z1 to Z2.

Definition 2.3 ([38, Page: 93]): Let {A(t) : t ≥ 0} be a family of generators of C0-
semigroups. {A(t) : t ≥ 0} is called stable if there exist constants NA ≥ 1 and λ0 such
that ∥∥(A(ti)− ωI)−1(A(ti−1)− ωI)−1 · · · (A(t1)− ωI)−1∥∥ ≤ NA

(ω − λ0)i

for all ω > λ0 and for every finite sequence 0 ≤ t1 ≤ t2 ≤ . . . ≤ ti, i ∈ N
∗.

Let E = BU(R+,Z1) be the space of all bounded uniformly continuous functions
defined from R

+ toZ1. We denoteH as the Banach space formed byD(A) equipped with
the graph norm ‖y‖H = ‖A(0)y‖Z1 + ‖y‖Z1 for y ∈ D(A). Let define the linear operator
�̃(t), t ≥ 0 fromH into E by (�̃(t)x)(s) = �(t + s, t)x for s ≥ 0 and x ∈ H. Let D be the
differentiation operator defined on E by Df = f ′ on a domain D(D) ⊂ E . Then, D is the
infinitesimal generator of the translation semigroup (S(t))t≥0 defined on E given by(

S (t) f
)
(s) = f (t + s) for f ∈ E and t, s ≥ 0.

Throughout this study, the following assumptions are necessary.
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(W1) The family {A(t) : t ≥ 0} is a stable family of generators such that A(t)x is strongly
continuously differentiable on R

+ for x ∈ H. In addition, �̃(t)x is strongly contin-
uously differentiable on R

+ for x ∈ H.
(W2) �̃(t) is continuous on R

+ into L(H, E).
(W3) �̃(t)x ⊂ D(D) for each t ≥ 0 and D�̃(t) is continuous on R

+ into L(H, E).

If all the above tree conditions are satisfied, we say that condition (W) is verified.

Remark 2.1: If A(t) = A and �(t, s) = �(t − s), then �̃(t) ∈ L(H,Z1) is constant, which
implies that assumptions (W1)− (W2) are fulfilled if A generates a C0-semigroup.

The author in [25], studied the existence of the resolvent operator of the following non-
autonomous equation:{

ϑ ′(t) = A(t)ϑ(t)+ ∫ t
0 �(t, s)ϑ(s) dsfor t ≥ 0,

ϑ(0) = ϑ0 ∈ Z1.
(5)

In the next, we recall some useful properties on this theory.

Definition 2.4 ([25, Definition 2.2]): A family {R(t, s) : 0 ≤ s ≤ t} of bounded linear
operator on Z1 is called resolvent operator for Equation (5) if the following properties
are verified :

(i) R(t, s) is strongly continuous in s and t,R(s, s) = I, for s ≥ 0 and ‖R(t, s)‖L(Z1) ≤
N eη(t−s), 0 ≤ s ≤ t, for some constants N ≥ 1 and η ∈ R.

(ii) R(t, s)H ⊂ H and R(t, s) is strongly continuous in s and t onH.
(iii) For every x ∈ H, R(t, s)x is strongly continuously differentiable in t and s. More-

over, ⎧⎪⎪⎨
⎪⎪⎩
∂R (t, s) x

∂t
= A(t)R(t, s)x +

∫ t

s
�(t, τ)R(τ , s)x dτ ,

∂R (t, s) x
∂s

= −R(t, s)A(s)x −
∫ t

s
R(t, τ)�(τ , s)x dτ .

(6)

Lemma 2.5 ([25, Theorem 2.4]): If A(t) = A and�(t, s) = �(t − s) for t ≥ 0 and t ≥ s ≥
0 respectively, then R(t, s) = R(t − s) for each t ≥ s ≥ 0.

The following Theorem ensures the existence of a resolvent operator for Equation (5).

Lemma 2.6 ([25]): Assume that (W1)− (W3) hold. Then, Equation (5) has a unique
resolvent operator.

It is assumed throughout the entirety of this work that the assumptions (W1)− (W3)

hold. We consider the following equation:{
ϑ ′(t) = A(t)ϑ(t)+ ∫ t

0 �(t, s)ϑ(s) ds + ζ (t) for t ≥ 0,
ϑ(0) = ϑ0 ∈ Z1,

(7)

where ζ ∈ Lloc(R+;Z1).
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Definition 2.7 ([25]): A function ϑ : [0,+∞[→ Z1 is called a strict solution of
Equation (7) if

(i) ϑ ∈ C1([0,+∞[;Z1) ∩ C([0,+∞[;D(A)).
(ii) ϑ satisfies the following equation:

ϑ (t) = R (t, 0) ϑ0 +
∫ t

0
R (t, s) ζ (s) ds, t ≥ 0, (8)

where {R(t, s) : 0 ≤ s ≤ t} is the resolvent operator of Equation (5).

The existence of a strict solution for Equation (7) is guaranteed by the Theorem below.

Theorem 2.8 ([25, Corollary 3.8]): Assume that (W1)− (W3) hold. If ϑ0 ∈ D(A) and
ζ ∈ C1(R+;Z2), then Equation (7) has a strict solution given by (8).

Definition 2.9: Amild solution of Equation (7) is defined as a function ϑ : [0,+∞[→ Z1
that satisfies (8).

When studying the existence of mild solutions of non-autonomous systems, the theory
of evolution family is an absolute necessity. To begin, let us define the evolution family.

Definition 2.10 ([33]): A family {U(t, s) : 0 ≤ s ≤ t ≤ T} of bounded linear operators is
called an evolution family if

(i) U(t, t) = I and U(t, r)U(r, s) = U(t, s) for 0 ≤ s ≤ r ≤ t ≤ T.
(ii) The mapping (t, s) �→ U(t, s) is strongly continuous for 0 ≤ s ≤ t ≤ T.

To construct an evolution family, let us impose the following assumptions on the family
of linear operators {A(t), t ∈ J} see [33, Chapter 5, Theorem 6.1]. We suppose that:

(R1) A(t) is closed and the domainD(A(t)) = D(A) is independent of t and is dense in
X.

(R2) For each t ≥ 0, the map R(ω,A(t)) = (ωI − A(t))−1 exists for all ω ∈ C with
Re(ω) ≤ 0 and there exists α1 > 0 such that

‖R (ω,A (t))‖L(X) ≤ α1

|ω| + 1
.

(R3) There exist constants α2 > 0 and 0 < κ ≤ 1 such that∥∥(A (t1)− A (t2))A (t3)−1∥∥L(X) ≤ α2 |t1 − t2|κ for t1 ≥ 0, t2 ≥ 0 and t3 ≥ 0.

(R4) The operator R(ω,A(t)), t ∈ J is compact for some ω ∈ ρ(A(t)) where ρ(A(t)) is
the resolvent set of A(t).

Lemma 2.11 ([33, Chapter 5, Theorem 6.1]): Assume that (R1)− (R3) hold. Then, there
exists a unique evolution system {U(t, s) : 0 ≤ s ≤ t} generated by the family {A(t) : t ≥ 0}.
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Lemma 2.12 ([20, Proposition 2.1]): Suppose {A(t) : t ∈ J} satisfies the Assumptions
(R1)− (R4). Let {U(t, s) : 0 ≤ s ≤ t} be the linear evolution family generated by the family
{A(t) : t ≥ 0}, then {U(t, s) : 0 ≤ s ≤ t} is a compact operator whenever t−s>0.

Theorem2.13 ([15]): Assume that (R1)− (R3) are satisfied. Let {U(t, s) : 0 ≤ s ≤ t} be the
unique evolution system generated by {A(t) : t ≥ 0} and {R(t, s) : 0 ≤ s ≤ t} be the unique
resolvent operator of Equation (5). Then, U(t, s) is compact for t−s>0 if and only if R(t, s)
is compact for t−s>0.

Theorem 2.14 ([15, Theorem 2.16]): Assume that (W1)− (W3) and (R1)− (R3) are
valid.

Let {R(t, s) : 0 ≤ s ≤ t} be the unique resolvent operator of Equation (5) and {U(t, s) :
0 ≤ s ≤ t} the evolution system generated by the family {A(t) : t ≥ 0}. Then,R(t, s) is norm-
continuous for t−s>0 if only if U(t, s) is norm-continuous for t−s>0.

In the sequel, we denote C := C([−b, 0],X), the space of all continuous functions
from [−b, 0] to X. Suppose that u(t) : Omega → X, t ≥ −b, is a continuous,Ft-adapted,
X-valued stochastic process, we can associate with another process ut : Omega → C, t ≥
0, by setting ut(θ)(ω) = u(t + θ)(ω), θ ∈ [−b, 0]. Thus, we say that the process ut is
induced by the process u(t). LetMC(p), p > 2, denote the space of all Ft-mesurable
C-valued functionsK : Omega �→ C with normE‖K‖pC := E(supθ∈[−b,0] ‖K(θ)‖p) < ∞.

3. Existence and uniqueness of mild solutions

In the following part, we will investigate the existence and uniqueness of mild solutions for
Equation (3). To solve this problem, we will assume that the following conditions hold :

(C1) The resolvent operator {R(t, s) : 0 ≤ s ≤ t} associated to the system (3) is norm-
continuous.

(C2) The function g : [0,T] × C → X satisfies the following Lipschitz conditions: that
is, there exists a constant Cg > 0 such that, for any and ξ ∈ C, t ∈ [0,T],

∥∥g (t, ξ1)− g (t, ξ2)
∥∥p ≤ Cg ‖ξ1 − ξ2‖pC ,∥∥g (t, ξ)∥∥p ≤ Cg ‖ξ‖pC ,

and 3p−1Cg < 1.
(C3) The function σ : [0,T] × C → X satisfies the following Lipschitz conditions: that

is, there exists a constant Cσ > 0 such that for any ξ1, ξ2 ∈ C and t ∈ [0,T],

‖σ (t, ξ1)− σ (t, ξ2)‖p ≤ Cσ ‖ξ1 − ξ2‖pC .
(C4) For function h : [0,T] × C → L0

2(V,X), there exists a constant Ch > 0 such that

‖h (t, ξ1)− h (t, ξ2)‖pL0
2
≤ Ch ‖ξ1 − ξ2‖pC ,

for any ξ1, ξ2 ∈ C and t ∈ [0,T].
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(C5) There exists a constant C0 > 0 such that

‖σ (t, ξ)‖p + ‖h (t, ξ)‖pL0
2
≤ C0

(
‖ξ‖pC + 1

)
for any ξ ∈ C and t ∈ [0,T].

Additionally, we always suppose that for any t ≥ 0, g(t, 0) = 0, σ(t, 0) = 0 and
h(t, 0) = 0. Thus, when ϕ = 0, it is obvious that system (3) has a trivial solution. Let

MT = sup
{∥∥R (t, s)

∥∥L(X) : 0 ≤ s ≤ t ≤ T
}
.

Definition 3.1: A continuous process u : [−b,T] ×� → X is called amild solution of (3)
if

(i) u(t) is measurable and Ft-adapted for each t ∈ [0,T];
(ii)

∫ T
0 ‖us‖p ds < ∞, a.s.;

(iii) u(t) satisfies the following stochastic integral

u (t) = R (t, 0)
[
ϕ (0)− g (0, ϕ)

] + g (t, ut)+
∫ t

0
R (t, s) σ (s, us) ds

+
∫ t

0
R (t, s) h (s, us) dB (s) (9)

on the interval [0,T], and u(t) = ϕ(t) for t ∈ [−b, 0].

Theorem 3.2: Assume that (C1)-(C5) hold. If the resolvent operator {R(t, s) : 0 ≤ s ≤ t}
is norm-continuous, then system (3) has a unique mild solution for any initial value ϕ ∈
MC(p).

Proof: LetNT denote the Banach space of all continuous processes u(t) which belong to
the space C([−b,T], Lp(�,X)) with ‖u‖NT < ∞, where

‖u‖NT := sup
t∈[0,T]

(
E ‖ut‖pC

)1/p
,

E ‖ut‖pC := E

(
sup

θ∈[−b,0]
‖ut (θ)‖p

)
.

Define the operator F onNT by (Fu)(t) = ϕ(t) for t ∈ [−b, 0], and

(Fu) (t) = R (t, 0)
[
ϕ (0)− g (0, ϕ)

] + g (t, ut)

+
∫ t

0
R (t, s) σ (s, us) ds +

∫ t

0
R (t, s) h (s, us) dB (s) for t ∈ [0,T]. (10)

Clearly, any fixed point of F is a mild solution of (3). Then, demonstrating that F has a
fixed point suffices to establish the existence of a mild solution. We split the proof in three
steps.
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Step 1: For randomly u ∈ NT , (Fu)(t) is continuous on [0,T] in the Lp-sense.
Let 0< t<T and |r| be sufficiently small. For any fixed u ∈ NT , we have

E ‖(Fu) (t + r)− (Fu) (t)‖p
≤ 4p−1

E
∥∥(R (t + r, 0)− R (t, 0))

[
ϕ (0)− g (0, ϕ)

]∥∥p
+ 4p−1

E
∥∥g (t + r, ut+r)− g (t, ut)

∥∥p
+ 4p−1

E

∥∥∥∥
∫ t+r

0
R (t + r, s) σ (s, us) ds −

∫ t

0
R (t, s) σ (s, us) ds

∥∥∥∥
p

+ 4p−1
E

∥∥∥∥
∫ t+r

0
R (t + r, s) h (s, us) dB (s)−

∫ t

0
R (t, s) h (s, us) dB (s)

∥∥∥∥
p

:=
4∑

k=1

Ik. (11)

For the first term I1, by using the strong continuity of {R(t, s) : 0 ≤ s ≤ t}, we have

(R (t + r, 0)− R (t, 0))
[
ϕ (0)− g (0, ϕ)

] → 0 as r → 0.

Further, we clearly have

∥∥(R (t + r, 0)− R (t, 0))
[
ϕ (0)− g (0, ϕ)

]∥∥ ≤ 2MT
∥∥ϕ (0)− g (0, ϕ)

∥∥ .
Then, the Lebesgue-dominated theorem allows us to conclude that limr→0 I1 = 0.

For the term I3, we have

I3 ≤ 8p−1
E

∥∥∥∥
∫ t+r

t
R (t + r, s) σ (s, us) ds

∥∥∥∥
p

+ 8p−1
E

∥∥∥∥
∫ t

0
[R (t + r, s)− R (t, s)] σ (s, us) ds

∥∥∥∥
p

. (12)

Using η1 and η2 to denote the terms of the right-hand side of the above inequality,
respectively, we have

η1 = 8p−1
E

∥∥∥∥
∫ t+r

t
R (t + r, s) σ (s, us) ds

∥∥∥∥
p

≤ 8p−1
E

(∫ t+r

t

∥∥R (t + r, s) σ (s, us)
∥∥ ds

)P

≤ 8p−1C0M
p
Tr

p−1
∫ t+r

t

(
1 + E ‖us‖pC

)
ds

≤ 8p−1C0M
p
Tr

p
(
1 + ‖u‖pNT

)
, (13)
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and

η2 = 8p−1
E

∥∥∥∥
∫ t

0
[R (t + r, s)− R (t, s)] σ (s, us) ds

∥∥∥∥
p

≤ 8p−1
E

(∫ t

0

∥∥[R (t + r, s)− R (t, s)] σ (s, us)
∥∥ ds

)p

≤ 8p−1C0T
(
1 + ‖u‖pNT

)(∫ t

0

∥∥R (t + r, s)− R (t, s)
∥∥qL(X) ds

)p/q

, (14)

where q>0 satisfies 1
p + 1

q = 1.
Then replacing (13) and (14) into (12), it follows

I3 ≤ 8p−1C0M
p
Tr

p
(
1 + ‖u‖pNT

)

+ 8p−1C0T
(
1 + ‖u‖pNT

)(∫ t

0

∥∥R (t + r, s)− R (t, s)
∥∥qL(X) ds

)p/q

. (15)

Likewise, we have that

I4 ≤ 8p−1
E

∥∥∥∥
∫ t+r

t
R (t + r, s) h (s, us) dB (s)

∥∥∥∥
p

+ 8p−1
E

∥∥∥∥
∫ t

0
[R (t + r, s)− R (t, s)] h (s, us) dB (s)

∥∥∥∥
p

:= η3 + η4. (16)

From (C5), Lemma 2.2 and Hölder inequality, we derive that

η3 = 8p−1
E

∥∥∥∥
∫ t+r

t
R (t + r, s) h (s, us) dB (s)

∥∥∥∥
p

≤ 8p−1νpE

(∫ t+r

t

∥∥R (t + r, s) h (s, us)
∥∥2 ds

)p/2

≤ 8p−1νpM
p
Tr
(p−2)/2C0

∫ t+r

t

(
1 + E ‖us‖pC

)
ds

≤ 8p−1νpM
p
Tr

p/2C0

(
1 + ‖u‖pNT

)
, (17)

and

η4 = 8p−1
E

∥∥∥∥
∫ t

0
[R (t + r, s)− R (t, s)] h (s, us) dB (s)

∥∥∥∥
p

≤ 8p−1νpE

(∫ t

0

∥∥R (t + r, s)− R (t, s)
∥∥2L(X) ‖h (s, us)‖2L0

2
ds

)p/2

≤ 8p−1νpC0T
(
1 + ‖u‖pNT

) (∫ t

0

∥∥R (t + r, s)− R (t, s)
∥∥2p/(p−2)
L(X) ds

)(p−2)/2

. (18)
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Then, by replacing (17) and (18) into (16), we obtain

I4 ≤ 8p−1νpM
p
Tr

p/2C0

(
1 + ‖u‖pNT

)

+ 8p−1νpC0T
(
1 + ‖u‖pNT

)(∫ t

0

∥∥R (t + r, s)− R (t, s)
∥∥2p/(p−2)
L(X) ds

)(p−2)/2

.

(19)

From (15) and (19), we deduce that I3 and I4 tend to 0 as r → 0 by virtue of the norm-
continuity of R(t, s) for t−s>0 and the Lebesgue dominated convergence theorem.
Furthermore, I2 tends to 0 as r → 0 from (C2). Hence, (Fu)(t) is continuous on [0,T]
in the Lp-sense.

Step 2: We prove that F mapsNT into itself.
Let u ∈ NT , then we have

E
∥∥(Fu)t∥∥pC ≤ 4p−1

E sup
θ∈[−b,0]

∥∥R (t + θ , 0)
[
ϕ (0)− g (0, ϕ)

]∥∥p
+ 4p−1

E sup
θ∈[−b,0]

∥∥g (t + θ , ut+θ )
∥∥p

+ 4p−1
E sup
θ∈[−b,0]

∥∥∥∥
∫ t+θ

0
R (t + θ , s) σ (s, us) ds

∥∥∥∥
p

+ 4p−1
E sup
θ∈[−b,0]

∥∥∥∥
∫ t+θ

0
R (t + θ , s) h (s, us) dB (s)

∥∥∥∥
p

:=
4∑

k=1

Jk. (20)

By (C1), we have that

J1 ≤ 4p−1Mp
TE

∥∥ϕ (0)− g (0, ϕ)
∥∥p . (21)

From (C2), one clearly has

J2 ≤ 4p−1Cg ‖u‖pNT
. (22)

Using Hölder inequality and by (C5), we get

J3 ≤ 4p−1
E sup
θ∈[−b,0]

(∫ t+θ

0

∥∥R (t + θ , s) σ (s, us)
∥∥ ds

)p

≤ 4p−1Mp
TE sup

θ∈[−b,0]

(∫ t+θ

0
‖σ (s, us)‖ ds

)p

≤ 4p−1C0M
p
TT

p
(
1 + ‖u‖pNT

)
. (23)

By the equality below∫ t

τ
(t − s)β−1 (s − τ)−β ds = π

sinπβ
, for τ ≤ s ≤ t,β ∈ (0, 1),
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proven in [9], it follows that

J4 = 4p−1
∣∣∣∣ sinπβπ

∣∣∣∣
p
E sup
θ∈[−b,0]

∥∥∥∥
∫ t+θ

0
R (t + θ , s) h (s, us)

(∫ t

τ
(t − s)β−1 (s − τ)−β ds

)
dB (s)

∥∥∥∥
p

≤ 4p−1
∣∣∣∣ sinπβπ

∣∣∣∣
p
E sup
θ∈[−b,0]

∥∥∥∥
∫ t+θ

0
R (t + θ , s) (t + θ − s)β−1 Y (s) ds

∥∥∥∥
p

,

where

Y (s) =
∫ s

0
(s − τ)−β R (s, τ) h (τ , uτ ) dB (τ ) .

Using Hölder inequality, we have

j4 ≤ 4p−1
∣∣∣∣ sinπβπ

∣∣∣∣
p
Mp

TE sup
θ∈[−b,0]

(∫ t+θ

0
(t + θ − s)β−1 ‖Y (s)‖ ds

)p

≤ 4p−1
∣∣∣∣ sinπβπ

∣∣∣∣
p Mp

TT
pβ−1(

q (β − 1)+ 1
)p/qE

∫ T

0
‖Y (s)‖p ds. (24)

Following Lemma 2.2, we have

E

∫ T

0
‖Y (s)‖p ds = E

∫ T

0

∥∥∥∥
∫ s

0
(s − τ)−β R (s, τ) h (τ , uτ ) dB (τ )

∥∥∥∥
p
ds

≤ νpM
p
TE

∫ T

0

(∫ s

0
(s − τ)−2β ‖h (τ , uτ )‖2 dτ

)p/2
ds.

So, by using Young’s inequality and (C5) in the above inequality, we get

E

∫ T

0
‖Y (s)‖p ds ≤ νpM

p
T

(∫ T

0
s−2β ds

)p/2

E

∫ T

0
‖h (s, us)‖p ds

≤ νpM
p
T

Tp/2−pβ

(1 − 2β)p/2
C0

∫ T

0

(
1 + E ‖us‖pC

)
ds

≤ νpM
p
TT

p/2−pβ+1

(1 − 2β)p/2
C0

(
1 + ‖u‖pNT

)
. (25)

Then replacing (25) into (24), we obtain

J4 ≤ 4p−1
∣∣∣∣ sinπβπ

∣∣∣∣
p C0νpM

2p
T Tp/2(

q (β − 1)+ 1
)p/q

(1 − 2β)p/2

(
1 + ‖u‖pNT

)
. (26)

Hence on account of (21), (22), (23) and (26), we have ‖Fu‖pNT
< ∞, and so F mapsNT

into itself.
Step 3: We show that F is a contraction onNT .
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Let u, u∗ ∈ NT , then for any fixed t ∈ [0,T], we have

E
∥∥(Fu)t − (

Fu∗)
t

∥∥p
C

≤ 3p−1
E sup
θ∈[−b,0]

∥∥g (t, ut+θ )− g
(
t, u∗

t+θ
)∥∥p

+ 3p−1
E sup
θ∈[−b,0]

∥∥∥∥
∫ t+θ

0
R (t + θ , s)

[
σ (s, us)− σ

(
s, u∗

s
)]
ds

∥∥∥∥
p

+ 3p−1
E sup
θ∈[−b,0]

∥∥∥∥
∫ t+θ

0
R (t + θ , s)

[
h (s, us)− h

(
s, u∗

s
)]
dB (s)

∥∥∥∥
p

:=
3∑

k=1

Gk. (27)

It is easily seen that

G1 ≤ 3p−1Cg
∥∥u − u∗∥∥pNT

. (28)

Further, we have

G2 ≤ 3p−1
E sup
θ∈[−b,0]

(∫ t+θ

0

∥∥R (t + θ , s)
[
σ (s, us)− σ

(
s, u∗

s
)]∥∥ ds

)p

≤ 3p−1Mp
TT

p−1
E sup
θ∈[−b,0]

∫ t+θ

0

∥∥σ (s, us)− σ
(
s, u∗

s
)∥∥p ds

≤ 3p−1Mp
TT

pCσ
∥∥u − u∗∥∥NT

. (29)

By setting

Y1 (s) =
∫ s

0
(s − τ)−β R (s, τ)

[
h (τ , uτ )− h

(
τ , u∗

τ

)]
dB (τ ) ,

and similarly to how we did with the term J4, we obtain

G3 ≤ 3p−1
∣∣∣∣ sinπβπ

∣∣∣∣
p
E sup
θ∈[−b,0]

∥∥∥∥
∫ t+θ

0
R (t + θ , s) (t + θ − s)β−1 Y1 (s) ds

∥∥∥∥
p

≤ 3p−1
∣∣∣∣ sinπβπ

∣∣∣∣
p ChνpM

2p
T Tp/2(

q (β − 1)+ 1
)p/q

(1 − 2β)p/2
∥∥u − u∗∥∥NT

. (30)

Hence, ∥∥F (u)− F
(
u∗)∥∥pNT

≤ �(T)
∥∥u − u∗∥∥pNT

,

with

�(T) = 1
1 − 3p−1Cg

[
3p−1Mp

TT
pCσ + 3p−1

∣∣∣∣ sinπβπ
∣∣∣∣
p ChνpM

2p
T Tp/2(

q (β − 1)+ 1
)p/q

(1 − 2β)p/2

]
.

(31)

Thus, one can select a suitable 0 < T0 < T sufficiently small such that�(T0) < 1, which
implies that F is a contraction onNT0 , whereNT0 indicatesNT with T substituted by T0.
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Then, based on the Banach fixed point theorem, we have a unique fixed point u ∈ NT0 for
F corresponding to a mild solution of (3) on [0,T0]. This procedure can be continued to
extend the solution over the whole interval [0,T] in finitely many identical steps, thereby
finishing the proof for the existence and uniqueness of mild solutions on the entire interval
[0,T]. �

4. Exponential stability

Because we are interested in the exponential stability in the pth(p>2) moment of the mild
solutions to (3), we will therefore assume that for every T>0 and every ϕ ∈ Lp(�, C), the
problem (3) has amild solution byDefinition 3.1.We need to state the following conditions:
(E1): The resolvent operator {R(t, s) : 0 ≤ s ≤ t} associated to the system (3) is expo-

nentially stable; i.e. :, ‖R(t, s)‖L(X) ≤ M e−λ(t−s), ∀ t, s ≥ 0, whereM ≥ 1, λ > 0.
The following theorem shows the exponential stability in the pth (p>2) moment of the

mild solutions to (3).

Theorem 4.1: In addition to (E1), assume that the functions g : [0,+∞)× C → X, σ :
[0,+∞)× C → X and h : [0,+∞)× C → L0

2(V,X) satisfy the Lipschitz conditions in
(C2)-(C4), respectively. Also, assume that there exist nonnegative real numbers Lg, Lσ and
Lh, and continuous functions Zi : [0,+∞) → R

+ with Zi(t) ≤ Ni e−λt(i = 0, 1, 2),Ni > 0,
such that

E
∥∥g (t, ut)∥∥p ≤ LgE ‖ut‖pC + Z0 (t) , t ≥ 0,

E ‖σ (t, ut)‖p ≤ LσE ‖ut‖pC + Z1 (t) , t ≥ 0,

E ‖h (t, ut)‖pL0
2
≤ LhE ‖ut‖pC + Z2 (t) , t ≥ 0, (32)

for any mild solution u(t) of (3). If the constants Lσ and Lh are small enough such that λ−
K̃3/(1 − 4p−1Lg) > 0with K̃3 given by (35) below, then the solution is exponentially stable in
the pth moment. In other words, there exist positive constant δ > 0 and K̃(p, δ, ϕ) > 0 such
that, for each t ≥ 0,

E ‖ut‖pC ≤ K̃
(
p, δ, ϕ

)
e−δt .

Proof: Let u(t) be a mild solution of (3), then

E ‖ut‖pC = E

(
sup

θ∈[−b,0]
‖u (t + θ)‖p

)

≤ 4p−1
E

(
sup

θ∈[−b,0]

∥∥R (t + θ , 0)
[
ϕ (0)− g (0, ϕ)

]∥∥p)

+ 4p−1
E

(
sup

θ∈[−b,0]

∥∥g (t + θ , ut+θ )
∥∥p)

+ 4p−1
E

(
sup

θ∈[−b,0]

∥∥∥∥
∫ t+θ

0
R (t + θ , s) σ (s, us) ds

∥∥∥∥
p)
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+ 4p−1
E

(
sup

θ∈[−b,0]

∥∥∥∥
∫ t+θ

0
R (t + θ , s) h (s, us) dB (s)

∥∥∥∥
p)

:=
4∑

k=1

�k. (33)

From (C1), we have

�1 ≤ 4p−1
E

(
sup

θ∈[−b,0]
Mp e−λp(t+θ)

∥∥ϕ (0)− g (0, ϕ)
∥∥p)

≤ 4p−1Mp eλpbE
∥∥ϕ (0)− g (0, ϕ)

∥∥p · e−λt
:= K̃0 · e−λt .

For�2, it is clear that

�2 ≤ 4p−1
(
LgE ‖ut‖pC + Z0 (t)

)
.

For�3, we have

�3 ≤ 4p−1
E

(
sup

θ∈[−b,0]

(∫ t+θ

0

∥∥R (t + θ , s) σ (s, us)
∥∥ ds

)p)

≤ 4p−1Mp
E

(
sup

θ∈[−b,0]

(∫ t+θ

0
e−λ(t+θ−s) ds

)p−1 ∫ t+θ

0
e−λ(t+θ−s) ‖σ (s, us)‖p

)

:= K̃1 ·
∫ t

0
e−λ(t−s)

[
LσE ‖us‖pC + Z1 (s)

]
ds.

Concerning�4, one has

�4 ≤ 4p−1
∣∣∣∣ sinπβπ

∣∣∣∣
p
E

(
sup

θ∈[−b,0]

∥∥∥∥
∫ t+θ

0
R (t + θ , s) (t + θ − s)β−1 Y2 (s) ds

∥∥∥∥
p)

≤ 4p−1Mp
∣∣∣∣ sinπβπ

∣∣∣∣
p
E

(
sup

θ∈[−b,0]

∥∥∥∥
∫ t+θ

0
e−λ(t+θ−s) (t + θ − s)β−1 Y2 (s) ds

∥∥∥∥
p)

,

where

Y2 (s) =
∫ s

0
(s − τ)−β R (s, τ) h (τ , uτ ) dB (τ ) .
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Thus by the Hölder inequality, we have

�4 ≤ 4p−1Mp
∣∣∣∣ sinπβπ

∣∣∣∣
p
E

(
sup

θ∈[−b,0]

(∫ t+θ

0
(t + θ − s)(p/p−1)(β−1) e−λ(t+θ−s) ds

)p−1

×
∫ t+θ

0
e−λ(t+θ−s) ‖Y2 (s)‖p ds

)

≤ 4p−1 eλbMp
∣∣∣∣ sinπβπ

∣∣∣∣
p [
�

(
p

p − 1
(β − 1)+ 1

)
/λ(p/p−1)(β−1)+1

]p−1

∫ t

0
e−λ(t−s)

E ‖Y2 (s)‖p ds.

Using lemma (2.2), we can see that∫ t

0
e−λ(t−s)

E ‖Y2 (s)‖p ds

=
∫ t

0
e−λ(t−s)

E

(∥∥∥∥
∫ s

0
(s − τ)−β R (s, τ) h (τ , uτ ) dB (τ )

∥∥∥∥
p)

ds

≤ νpMp
E

∫ t

0

(∫ s

0
(s − τ)−2β e−2λ(1/q)(s−τ) e−2λ(1/p)(s−τ) ‖h (τ , uτ )‖2L0

2
dτ

)p/2
ds,

and the Young inequality allows us to obtain that∫ t

0
e−λ(t−s)

E ‖Y2 (s)‖p ds

≤ νpMp
(∫ t

0
(s − τ)−2β e−2λ(1/q)(s−τ) ds

)p/2 (∫ t

0
e−λ(t−s)

E ‖h (s, us)‖pL0
2
ds

)

≤ νpMp

(
� (1 − 2β)

(
2λ
q

)2β−1
)p/2 (∫ t

0
e−λ(t−s)

[
LhE ‖us‖pC + Z2 (s)

]
ds

)
.

Therefore,

�4 ≤ 4p−1 eλbMp
∣∣∣∣ sinπβπ

∣∣∣∣
p [
�

(
p

p − 1
(β − 1)+ 1

)
/λ(p/p−1)(β−1)+1

]p−1

· νpMp

(
� (1 − 2β)

(
2λ
q

)2β−1
)p/2 (∫ t

0
e−λ(t−s)

[
LhE ‖us‖pC + Z2 (s)

]
ds

)

:= K̃2.
∫ t

0
e−λ(t−s)

[
LhE ‖us‖pC + Z2 (s)

]
ds.

Thus, considering the above inequalities, (33) becomes

(
1 − 4p−1Lg

)
E ‖ut‖pC ≤ K̃0 e−λt + 4p−1Z0 (t)+ K̃3 e−λt

∫ t

0
eλsE ‖us‖pC ds

+ e−λt
∫ t

0
eλs

[
K̃1Z1 (s)+ K̃2Z2 (s)

]
ds, (34)
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where

K̃3 = K̃1Lσ + K̃2Lh. (35)

Choosing randomly δ ∈ R such that 0 < δ < λ and T>0 sufficiently large, we get that

(
1 − 4p−1Lg

) ∫ T

0
eδtE ‖ut‖pC dt ≤ K̃0

∫ T

0
e−(λ−δ)t dt +

∫ T

0
4p−1Z0 (t) eδtdt

+ K̃3

∫ T

0
eδt−λt

∫ t

0
eλsE ‖us‖pC ds dt

+
∫ T

0
e−(λ−δ)t

∫ t

0
eλs

[
K̃1Z1 (s)+ K̃2Z2 (s)

]
ds dt.

(36)

Now, by switching the order of integrals, one arrives at

∫ T

0
eδt−λt

∫ t

0
eλsE ‖us‖pC ds dt =

∫ T

0

∫ T

s
eλsE ‖us‖pC eδt−λt dt ds

≤ 1
λ− δ

∫ T

0
eδsE ‖us‖pC ds. (37)

Then, substituting (37) into (36) yields that

(
1 − 4p−1Lg

) ∫ T

0
eδtE ‖ut‖pC dt ≤ K̃0

∫ T

0
e−(λ−δ)t dt +

∫ T

0
4p−1Z0 (t) eδtdt

+ K̃3

λ− δ

∫ T

0
eδsE ‖us‖pC ds

+
∫ T

0
e−(λ−δ)t

∫ t

0
eλs

[
K̃1Z1 (s)+ K̃2Z2 (s)

]
ds dt.

Since K̃3 can be small enough by assumption, a suitable δ ∈ R
+ can be selected with 0 <

δ < λ− K̃3/(1 − 4p−1Lg) such that

1 − 4p−1Lg − K̃3

λ− δ
> 0.

Thus, we have
∫ T

0
eδtE ‖ut‖pC dt

≤ 1
1 − 4p−1Lg − K̃3/ (λ− δ)

[
K̃0

∫ T

0
e−(λ−δ)t dt +

∫ T

0
4p−1Z0 (t) eδt dt

+
∫ T

0
e−(λ−δ)t

∫ t

0
eλs

(
K̃1Z1 (s)+ K̃2Z2 (s)

)
ds dt

]
. (38)
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Hence letting T → +∞ in (38) yields that

∫ +∞

0
eδtE ‖ut‖pC dt

≤ 1
1 − 4p−1Lg − K̃3/ (λ− δ)

[
K̃0

∫ +∞

0
e−(λ−δ)t dt +

∫ +∞

0
4p−1Z0 (t) eδt dt

+
∫ +∞

0
e−(λ−δ)t

∫ t

0
eλs

(
K̃1Z1 (s)+ K̃2Z2 (s)

)
ds dt

]

:= K̃′ (p, δ, ϕ)
< ∞. (39)

Conversely, it can be easily observed that the inequality (34) remains true when δ is used
in place of λ, that is

(
1 − 4p−1Lg

)
E ‖ut‖pC ≤K̃0 e−δt + 4p−1Z0 (t)+ K̃3 e−δt

∫ t

0
eδsE ‖us‖pC ds

+ e−δt
∫ t

0
eδs

(
K̃1Z1 (s)+ K̃2Z2 (s)

)
ds. (40)

Therefore, (39) and (40) imply that

E ‖ut‖pC ≤
[
K̃0 + 4p−1Z0 (t) eδt + K̃3K̃ ′ (p, δ, ϕ) +

∫ +∞

0
eδs

(
K̃1Z1 (s)+ K̃2Z2 (s)

)
ds

]

· e−δt
:= K̃

(
p, δ, ϕ

)
e−δt ,

which is the inequality we want. Then the proof is over. �

The following result for almost surely stability is also obtained.

Theorem 4.2: Assume that all the conditions of Theorem 4.1 hold. Then, the mild solution
of (3) is almost surely exponentially stable. Moreover, there exists a positive constant δ > 0
such that

lim sup
t→+∞

log ‖u (t)‖
t

≤ − δ

2p
a.s.

Proof: The methods for proving this Theorem are the same as those used in [39] for
Theorem 3.3, then we omit it. �
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5. Example

Consider the following system:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂

∂t
[x (t, η)− ax (t − b, η)] = γ (t)

∂2

∂η2
[x (t, η)− ax (t − b, η)]

+
∫ t

0
�(s, t)

∂2

∂η2
[x (s, η)− ax (s − b, η)] ds + σ1 (t, x (t − b, η))

+h1 (t, x (t − b, η)) dB (t) , t ≥ 0, η ∈ [0,π],
x (t, 0) = x (t,π) = 0, t ≥ 0,
x (θ , η) = ϕ (θ , η) , θ ∈ [−b, 0], η ∈ [0,π],

(41)

where γ (t) is Hölder continuous with order 0 < δ ≤ 1, meaning that there exists a positive
constant Lγ such that

|γ (t)− γ (s)| ≤ Lγ |t − s|δ for t, s ∈ R
+.

In addition, γ (·) is continuously differentiable and γ (t) < −1. The function �(·, ·) ∈
BU(R+ × R

+,R), where BU(R+ × R
+,R) denotes the space of all defined bounded uni-

formly continuous functions from R
+ × R

+ into R. Moreover, t → ∂
∂t�(t, s) is bounded

and continuous from R
+ to R. B(t) is a one-dimensional Wiener process defined on a

complete probability space (�,F ,P). The initial function ϕ(·) is F0-measurable, and a
is a positive constant. The functions σ1 and h1 are continuous functions to be described
below. Let X = V = L2([0,π];R) and the family of operators A(t) defined as{(

A (t) f
)
(η) = γ (t)f ′′ (η) , t ≥ 0, η ∈ [0,π],

f ∈ D (A(t) (t)) = D (A) = H1
0 (0,π) ∩ H2 (0,π) ,

We define the operator A as{(
Af

)
(η) = f ′′ (η) , t ≥ 0, η ∈ [0,π],

f ∈ D (A(t)) = D (A) = H1
0 (0,π) ∩ H2 (0,π) ,

and {(
� (t, s) f

)
(η) = �(t, s) f ′′ (η) , 0 ≤ s ≤ t, η ∈ [0,π],

f ∈ D (A (t)) = D (A) = H1
0 (0,π) ∩ H2 (0,π) .

We assume that:

(E1) The function σ1 : [0,+∞)× R → R, h1 : [0,+∞) → R are continuous and
global Lipschitz continuous with regard to the second variable.

(E2) There exist continuous functions ζ1(·), β1(·) : [0,+∞) → R+ and positive con-
stants�1,�2 > 0 such that

|σ1 (t, z)|p ≤ �1 |z|p + ζ1 (t) , for t ≥ 0, z ∈ R

|h1 (t, z)|p ≤ �2 |z|p + β1 (t) , for t ≥ 0, z ∈ R, (42)
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where ζ1,β1 satisfy that |ζ1(t)| ≤ N1 e−λt and |β1(t)| ≤ N2 e−λt for some Nk > 0
small enough (k = 1, 2). functions g : [0,+∞)× C([−b, 0];X) → X, σ : [0,+∞)×
C([−b, 0];X) → X and h : [0,+∞)× C([−b, 0];X) → L0

2(V,X) as

g (t,φ) (η) := aφ (−b) (η) ,

σ (t,φ) (η) := σ1 (t,φ (−b)) (η)

h (t,φ) (η) := h1 (t,φ (−b)) (η) .

Let {
u (t) (η) = x (t, η) for t ∈ [0,T], and η ∈ [0,π],
ϕ (θ) (η) = ϕ (θ) (η) for θ ∈ [−b, 0], and η ∈ [0,π].

(43)

Then, we can rewrite (41) in the following abstract form:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

d
[
u (t)− g (t, ut)

] = [
A(t)

[
u (t)− g (t, ut)

]
+ ∫ t

0 �(t, s)
[
u (s)− g (s, us)

]
ds + σ (t, ut)

]
dt

+h (t, ut) dB (t) , t ∈ [0,T],
u0 = ϕ ∈ Lp(�, C).

(44)

In the following, let us verify that our assumptions in Theorems 3.2 and 4.1 are satisfied.
• Assumptions: (W1)− (W3).

- Assumption (W1) : It is not difficult to observe that for every t ≥ 0, A(t) = γ (t)�
is stable. In addition, we have (�̃(t)x)(·) = �(t + ·, t)Ax for every x ∈ D(A). Since
t → ∂�(t,s)

∂t is continuously differentiable from R
+ to R, therefore �̃(t)x is strongly

continuously differentiable on R
+ for every x ∈ H. So, (W1) is fulfilled.

- Assumption (W2) : By virtue of the continuity of�(·, ·), it follows the continuity of �̃(t)
on R

+. In addition,∥∥∥�̃ (t) x∥∥∥E = sup
s∈R+

∥∥∥(
�̃ (t) x

)
(s)

∥∥∥
X

= sup
s∈R+

|�(t + s, t)| ‖Ax‖X

≤ sup
s∈R+

|�(t + s, t)| (‖Ax‖X + ‖x‖X) .

Then, (W2) is satisfied.
- Assumption (W3) : Let x ∈ H, then d

ds (�̃(t)x)(s) = ∂
∂s�(t + s, t)Ax, from which yields

that �̃(t)x ∈ D(D) and (
D�̃ (t) x

)
(s) = ∂

∂s
�(t + s, t)Ax.

Moreover, t → D�̃(t) is continuous on R
+ and∥∥∥D�̃ (t) x

∥∥∥E ≤ sup
s∈R+

∣∣∣∣ ∂∂s�(t + s, t)
∣∣∣∣ (‖Ax‖X + ‖x‖X) .

Then, D�̃(t) ∈ L(H, E). Hence, (W3) holds.
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• Assumptions: (R1)− (R3).
The assumption (R1) follows from (W1). Clearly, with α1 = 1,α2 = Lγ

3 and κ = δ,
one can see that (R2)− (R3) hold. For more details, see [3, Section 5]. Hence, there
exists a unique evolution system {U(t, s) : 0 ≤ s ≤ t} generated by the family {A(t) : t ≥ 0}.
Moreover,

U (t, s) x =
+∞∑
n=1

e−n2(t−s)+∫ t
s γ (r)dr〈x, ξn〉ξn, for x ∈ X.

Note that the maps R(ω,A(t)), t ≥ 0 are compact for each ω > 0 (see [37]), which implies
thatU(t, s) is compact for t−s>0. Consequently, it follows thatU(t, s) is norm-continuous
for t−s>0.
• Assumptions: (C1)− (C5).

Since, (W1)− (W3) hold, the linear part of (41) has a nique resolvent operator {R(t, s) :
0 ≤ s ≤ t}. Moreover, sinceU(t, s) is norm-continuous for t − s > 0, it follows thatR(t, s)
is norm-continuous for t−s>0 (see Theorem 2.14). Furthermore, due to the assumptions
(E1)− (E2), one can easily confirm that (C2)− (C5) are fulfilled by the functions gσ and
h.

Thanks to [14], we have for some choice of λ and � the following estimate :
‖R(t, s)‖L(X) ≤ e−λ(t−s) for all t ≥ 0. Considering all these assumptions, by Theorems 3.2
and 4.1, system (41) has a uniquemild solution u(t)which is exponentially stable provided
that�1 and�2 are small enough.

6. Conclusion

This paper investigated a class of non-autonomous stochastic partial integro-differential
equations in Hilbert space. In the first instance, we utilized the theory of resolvent opera-
tor, fixed point approach, and stochastic analysis to prove the existence of mild solutions
for the suggested system and the uniqueness of these solutions. Moreover, we investigated
the exponential stability of mild solutions for the system under consideration. Finally, we
provided an example to illustrate the obtained results. Over the past few years, fractional
calculus has gained significance and relevance for various knowledge domains, particu-
larly physics, engineering, mechanical engineering, and biology. We intend to examine the
fractional stochastic differential equations [5,29,40] to render our findingsmore applicable
to a broader range of situations.
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